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Abstract: Recently, cloud computing has become a vital part that supports people’s normal lives and production.
However, accompanied by the increasing complexity of the cloud network, failures constantly keep coming up and
cause huge economic losses. Thus, to guarantee the cloud network performance and prevent execrable effects
caused by failures, cloud network diagnostics has become of great interest for cloud service providers. Due to the
characteristics of cloud network (e.g., virtualization and multi-tenancy), transplanting traditional network diagnostic
tools to the cloud network face several difficulties. Additionally, many existing tools cannot solve problems in the
cloud network. In this paper, we summarize and classify the state-of-the-art technologies of cloud diagnostics which
can be used in the production cloud network according to their features. Moreover, we analyze the differences
between cloud network diagnostics and traditional network diagnostics based on the characteristics of the cloud
network. Considering the operation requirements of the cloud network, we propose the points that should be cared
about when designing a cloud network diagnostic tool. Also, we discuss the challenges that cloud network diagnostics
will face in future development.
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1 Introduction

It has been a long-hold dream that since 1961,
people have expected to share computing resources
just as water and electricity (Garfinkel, 1999) to en-
joy computing services conveniently and elastically.
The dream is the embryo of cloud computing. How-
ever, it cannot be realized under the technological
conditions of that era. Over the past few decades,
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many cloud-related technologies, such as network
function virtualization and service-oriented architec-
ture (Gong et al., 2010; Marston et al., 2011), have
gradually emerged and matured. Along with the sig-
nificant progress of these technologies, several cloud
service providers are burgeoning and rising, such
as Amazon Web Service, Microsoft Azure, Google
Cloud Platform, and Alibaba Cloud. Besides, the
market of the cloud has great potential for develop-
ment. According to Gartner’s market research report
(Veloso et al., 2020), the revenue of the cloud infras-
tructure as a service (IaaS) market is $41.4 billion in
2019 and will increase to $81.5 billion by 2022.

Why is the market of the cloud network grow-
ing so fast? In the traditional era, building a private
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computing platform poses strict constraints on
the financial and technical aspects, which is cost-
prohibitive for most companies, especially some star-
tups (Armbrust et al., 2010). Even if some of them
can afford it, they will still face the problem of over-
provisioning and under-provisioning of the comput-
ing platform due to the presence of business peaks
and valleys. It is not a flexible or economical op-
tion for these companies. Differently, as it is de-
fined by National Institute of Standards and Tech-
nology (Mell and Grance, 2011), the cloud comput-
ing can provide a ubiquitous, convenient, on-demand
network access to a shared pool of configurable com-
puting resources. Compared to traditional methods,
cloud computing offers more cost-efficient services
as well as pay-as-you-go. Benefiting from these ad-
vantages, more and more users, from companies to
individuals, are willing to deploy their business on
the cloud. Besides, with the development of cloud
network technologies, the scope of the cloud network
is expanding and the services provided are becom-
ing diversified. For instance, a lot of traditional
network services such as content delivery network
(CDN) have been increasingly built on the cloud.

Despite these superiorities, cloud network still
needs to overcome a number of challenges. Among
them, the stability and availability (the stability em-
phasizes whether the network service has a stable
quality of service (QoS), while the latter pays at-
tention to whether the network service can be con-
nected) of the cloud network are key concerns. It
is known that breakdowns are unavoidable in spite
of that they are rare in practice. Due to the multi-
tenant nature of the cloud network system, the im-
pact may be very serious, resulting in huge economic
losses to cloud service providers and tenants. For ex-
ample, in August 2013, there was a failure in Ama-
zon, which lasted only 45 min but caused a loss
of $5 million (Wang T et al., 2016). Moreover, on
June 27, 2018, Alibaba Cloud had a breakdown that
influenced the business of more than 1000 compa-
nies. In fact, it was caused by an operational mis-
take (https://www.cloudcared.cn/2219.html). Ad-
ditionally, on June 3, 2019, Google’s cloud service
was disconnected, which affected several Google
applications such as Gmail, YouTube, and a lot of
third-party applications (https://tech.sina.com.cn
/i/2019-06-03/doc-ihvhiqay3245348.shtml).

To guarantee the stability and availability of

cloud network, both tenants and cloud service
providers desire to figure out problems in the cloud
network as soon as possible. It requires the assis-
tance of cloud network diagnostic tools. Assuming
that the underlying root cause is obtained by cloud
diagnostic tools, the operation engineers can imme-
diately take proper actions to fix the fault. It has
been tested that the service of Alibaba Cloud can be
recovered within 26 s even if half of all the fiber op-
tic cables are known to be in trouble (https://www.
infoq.cn/article/kjf2lzq0oBR11fVFahD0). This is
because there are more fault-tolerant methods (e.g.,
rollback and reboot) in the cloud (Gong et al., 2010),
which help the cloud network guarantee its availabil-
ity with a high degree of confidence. Consequently,
network stability and availability can be guaran-
teed. Recently, several related studies have been
conducted. However, there is still a lack of detailed
analysis and summary of cloud diagnostic systems
and tools. Therefore, we investigate cloud diagnos-
tic systems and tools which have been implemented
or tested in large production cloud networks such as
Azure. In this study, we present the state-of-the-art
progress of this area from different aspects, such as
the strength, weakness, and design focus. Also, we
discuss further development directions and probable
challenges in the future. The main contributions of
this paper are four-fold:

1. To the best of our knowledge, this paper is
the first one to conclude cloud network diagnostic
systems and tools deployed in large production cloud
networks.

2. In this paper, we present a detailed descrip-
tion and a taxonomy of state-of-the-art cloud net-
work diagnostic systems and tools, hoping to provide
a clear view of cloud diagnostics for researchers.

3. We discuss the differences between cloud diag-
nostic systems and tools and traditional ones. Also,
we propose several insights of designing a cloud net-
work diagnostic system or tool.

4. We discuss some future directions in the area
of cloud diagnostics, expecting our discussion to be
instructive.

Fig. 1 shows the structure of this paper.

2 What is cloud diagnostics

In this review, we discuss mainly how to diag-
nose faults and problems in the cloud network, that
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directions

is, cloud diagnostics. In the networking field, diag-
nostics is often related to monitoring. These two
fields are commonly combined despite their differ-
ences. In commercial networking companies, mon-
itoring and diagnostics are combined and named
as network performance monitoring and diagnostics
(NPMD) (Ganguli and Corbett, 2019). To distin-
guish these two fields, monitoring focuses on pro-
viding the performance measurement of networks,
while diagnostics concentrates on troubleshooting
the causes of faults (Aceto et al., 2013). In general,
a monitoring system is always online and provides
monitoring data to other systems, such as billing sys-
tems, scheduling systems, and sometimes diagnostic
systems. However, most diagnostic systems work
when faults are suspected to happen. Some diagnos-
tic systems may be constructed on top of monitoring
systems. For example, the packet loss rate is gener-
ally an indicator that will be continuously monitored
in the network system. This is monitoring. When the
packet loss rate exceeds a certain threshold, which is
considered to impact the network performance, diag-
nostic systems are called to figure out the root cause
of this problem.

In industry, there is no unified definition of
network diagnostics in the cloud. Companies give
different definitions at different depths according to
their business scenes, such as Techopedia, Paessler,
and Solarwinds. For instance, Techopedia (https://
www.techopedia.com/definition/30020/network-
diagnostic-software) considers that identifying the
problems in network connectivity, performance, and
other related aspects is vital for cloud diagnostics.
For Paessler (https://www.paessler.com/network-
analyzer-diagnostics), it argues that network diag-
nostic tools should help users get to the roots of prob-
lems faster. However, Solarwinds (https://www.

solarwinds.com/network-performance-monitor/use-
cases/network-diagnostics-tool) emphasizes trou-
bleshooting problems. In this paper, we review
related papers that have analyzed data from the
production cloud network and gained a certain
degree of insight into the network failure, no matter
the insight is coarse-grained or fine-grained.

3 Cloud diagnostics: a taxonomy

In this section, we introduce and analyze the key
aspects that will be faced in designing cloud diagnos-
tic systems and tools. It will also serve as our stan-
dard for the classification of cloud diagnostic systems
and tools in Table 1. To be specific, we consider the
circuit that engineers care about in different stages of
designing a cloud diagnostic system. First, the birth
of one cloud diagnostic system must be caused by a
certain kind of cloud network problem, which hap-
pens in certain scenarios, such as inside cloud data
centers. Cloud service providers would then consider
what kind of data is needed and available. Finally,
how to deal with the data and mine the information
needed becomes the major concern. Therefore, we
analyze different cloud diagnostic systems and tools
into five categories based on the above procedures.

3.1 Network scenarios

The scope of cloud network has become bigger
and bigger in recent years. The cloud network con-
tains several different network scenarios. Different
network scenarios will encounter different problems,
and the ways to solve them are quite different as
well. In this paper, we divide the network scenar-
ios into two parts: intra-data center (Intra-DC) and
Internet.

The scenario of Intra-DC focuses on the
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problems inside cloud data centers. This part
of network is usually controlled by cloud service
providers. To improve their service quality, cloud
service providers may design unique data center ar-
chitectures based on their business characteristics,
such as Facebook fabric data center, which uses a
five-layer Clos network (Andreyev, 2014). There-
fore, cloud service providers often design diagnostic
systems according to their data center architectures.
For example, the system in Roy et al. (2017) consid-
ers the architecture of Facebook fabric data center
and installs rules in Agg switches to mark packets.

For the Internet, the scenario involves traf-
fic, which would pass wide area network, including

accesses from clients, tenant data centers, and inter-
actions between cloud data centers. In general, the
network of this scenario is not completely controlled
by cloud service providers. These providers may co-
operate with Internet service providers (ISPs) such
as AT&T and China Mobile. Thus, when there are
failures in cloud networks, the first thing that cloud
service providers want to confirm is who should be
responsible for the problems, themselves, ISPs, or
tenants. However, it is challenging because cloud
service providers usually cannot obtain complete in-
formation about ISPs’ network. BlameIt (Jin et al.,
2019) considers this scenario. It first distinguishes
problem responsibilities and then tries to find root

Table 1 Classification of state-of-the-art cloud diagnostic systems and tools deployed and used in production
networks
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NetPilot � � Shorten failure time � �
Pythia � � � � Detect failures and � �

diagnose pathological
causes

Herodotou et al. (2014)’s � � � Locate failure links � �
Everflow � � TCAM bit errors and � �

silent packet drops
NetSonar � � � � � Locate failure links � �
Pingmesh � � � All types of issues in � �

production networks
NetPoirot � � � � Detect and locate failures � �
Trumpet � � All types of issues in � �

production networks
CorrOpt � � Reduce packet corruption � �
deTector � � Locate failure links � �

Roy et al. (2017)’s � � Find partial/intermittent � �
faulty links

007 � � Find packet drop link � �
Deepview � � VHD failure localization � �

Odin � � � CDN latency � �
BlameIt � � Locate failure position � �

(in cloud, middle, or client)
dShark � � � � � � Packet header � �

NetBouncer � � Find faulty links or devices � �
SIMON � � Econstruct network � �

state variables
Gandalf � � � � � � Associate failures with � �

software changes
VTrace � � � Find the root cause of � �

persistent packet loss

Dim 1: network scenario; Dim 2: failure symptom; Dim 3: problems to solve; Dim 4: data type; Dim 5: data collection method
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causes. Besides, it should be noted that some diag-
nostic systems can be used in both kinds of scenarios.

3.2 Failure symptoms

Before finding the root cause of a network fail-
ure, what operation engineers see first is the symp-
tom of a failure, such as high packet loss rate and
high latency. The annoying thing is that different
types of faults could lead to similar symptoms. For
instance, packet loss can be caused by device failures
or software failures. Without adequate experience of
senior engineers and enough network information, it
is difficult to distinguish these failures. However, it
is not easy to obtain complete information needed
(e.g., part of the tenants’ data is not allowed to
be used considering tenants’ privacy) due to limi-
tations of cloud network. Therefore, it calls cloud
diagnostic systems for help to analyze the in-depth
cause of problems from visible symptoms. In general,
the main failure symptoms of cloud network ranging
from academic papers to industrial applications are
classified as latency, packet loss, retransmission, and
availability according to our investigation.

3.3 Problems to solve

When operation engineers discover these failure
symptoms in cloud, they want to know the causes.
Usually, a certain diagnostic system is designed to di-
agnose a certain range of troublesome problems hid-
den beneath symptoms in the cloud network. Here,
we will discuss what kinds of problems are the fo-
cus of diagnostic systems. We cannot exhaust the
cloud problems that arise in the network due to the
complex structure of the cloud network. Besides,
different diagnostic systems analyze problems from
different angles. For example, NetPoirot (Arzani
et al., 2016) aims at discovering whether the prob-
lem has happened on the network, service, or client-
side, whereas NetBouncer (Tan et al., 2019) targets
at clearing faulty links or devices. Several systems
concentrate on solving challenges caused by cloud
network characteristics, such as dShark (Yu D et al.,
2019) which focuses on problems caused by packet
header conversion. Furthermore, some systems pay
attention to a tricky question, e.g., silent packet
drops (Zhu et al., 2015). Table 1 describes the spe-
cific problem the cloud diagnostics solves instead of
giving a specific classification.

Several systems are designed to solve common
problems such as locating failure areas and links, or
identifying root causes. They will face some common
challenges brought by the complexity of the produc-
tion cloud network, such as multi-domain charac-
teristics of cloud network (Jin et al., 2019) and the
massiveness of cloud data (Zhu et al., 2015).

Meanwhile, some systems concentrate on a spe-
cial problem that is hard to solve. For example, the
system in Roy et al. (2017) diagnoses partial and
intermittent faults. Such faults will affect network
performance, but are hard to detect and diagnose.
Deepview (Zhang et al., 2018) focuses on another
problem called virtual hard disk (VHD) failure lo-
calization, which is a new problem in cloud network.

3.4 Data types

Thanks to the development of modern network
technology, we can obtain quantities of all kinds
of data for cloud diagnostics. It is divided into
three categories, namely, packet-level, flow-level, and
infrastructure-level. Different data should be han-
dled differently based on their characteristics.

Packet-level data is the information of a single
packet, such as the trajectory of a packet. For ex-
ample, operation engineers will detect whether the
packet is lost and where it is discarded to discover
the failure location and the root cause. To protect
the privacy of tenants in public cloud network, deep
packet inspection is usually not allowed. Commonly,
we usually inspect the information of the packet
header if the raw packet-level data is from normal
production of tenants. Another problem for packet-
level data is that the path of each packet is not easy
to determine. There are some diagnostic systems
choosing to design clever probing methods, which
inevitably leads to certain limitations. For instance,
Pingmesh (Guo et al., 2015) cannot diagnose links
between servers, whereas NetBouncer (Tan et al.,
2019) requires that devices in the network have the
function of IP-in-IP. Moreover, some diagnostic sys-
tems do not consider the specific path, but include
the probability of packet paths as parameters in diag-
nostic algorithms, such as 007 (Arzani et al., 2018)
and deTector (Peng et al., 2017). Therefore, the
protocol used influences the results of these diagnos-
tic systems, and the most frequently used protocol is
equal-cost multi-path (ECMP) routing.

Unlike packet-level data, flow-level data means
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statistics data of packets, flows, or sessions, which
must continue for some time. It includes transmis-
sion control protocol (TCP) statistics such as la-
tency, packet loss rate, and traffic data. TCP statis-
tics is a promising class of data because it comes from
the transport layer and can reveal network quality
without involving user privacy. A lot of statistical
algorithms and machine learning methods (Widana-
pathirana et al., 2011; Arzani et al., 2016; Roy et al.,
2017) can be used to analyze flow-level data.

Infrastructure-level data indicates the status of
network devices, e.g., CPU usage. In the cloud net-
work, benefiting from the virtualization technology,
engineers can obtain in-depth data conveniently and
flexibly. Infrastructure-level data has been used as
a main metric in several cloud diagnostic systems,
such as NetPilot (Wu et al., 2012), Deepview (Zhang
et al., 2018), SNAP (Yu ML et al., 2011), and Sher-
lock (Bahl et al., 2007).

3.5 Data collection methods

There are two ways to obtain raw data of cloud
diagnostics, namely, active probing and passive col-
lection. The former method means actively sending
packets to interesting locations or along with target
paths and collecting corresponding information ac-
cording to the specific rules in the cloud network,
while the latter one means passively collecting and
analyzing tenants’ daily production data.

Pingmesh (Guo et al., 2015) and 007 (Arzani
et al., 2018) are active methods. Through active
probing, operation engineers can customize a prob-
ing plan for a certain kind of failure and specific net-
work structure. Moreover, once there is active prob-
ing in the production network, it may affect network
performance, and sometimes will lead to degradation
of service quality, which could be sensed by tenants.
Thus, the burden caused by active probing is a main
concern of diagnostic systems. Also, active probing
cannot be guaranteed to be in-band, which implies
that it may miss some information because the paths
of packets it sends are not the same as those of pro-
duction packets.

The passive collection has also been investi-
gated, such as Trumpet (Moshref et al., 2016) and
CorrOpt (Zhuo et al., 2017). It must be in-band and
reflect forwarding conditions of production packets.
However, the amount of data is too large to store
and analyze in traditional ways. Engineers must try

their best to filter or compress data to reduce the
cost of computing and storage. Privacy is another
problem to consider, especially for public cloud net-
works. Deep packet inspection is not allowed, and
the administrative rights of tenants’ cloud systems
are limited in plenty of situations. For example, the
data collection progress may be dropped by the secu-
rity policies of tenants (Calder et al., 2018). Hence,
operation engineers cannot always obtain the data
they want.

There are also diagnostic systems that incorpo-
rate both two methods. In these systems, passive
detection is used to obtain a rough result, and ac-
tive probing then is employed to clarify the specific
reason based on the rough results. For instance, Ev-
erflow (Zhu et al., 2015) mirrors all flows to find the
packet loss point and uses a guided probe to repro-
duce the behavior of problematic packets and figure
out the reason.

4 Cloud diagnostic systems and tools

In traditional networks, there are a lot of ma-
ture and influential network diagnostic tools. Most
of them are still used in the cloud network, such
as Netflow (Claise et al., 2004), sFlow (Wang M
et al., 2004), and SNAP (Yu ML et al., 2011). How-
ever, due to the unique properties of cloud networks
(e.g., multi-tenancy), many diagnostic systems ori-
ented to production cloud networks are emerging.
Some of these systems are designed based on or in-
spired by traditional methods. To illustrate the cur-
rent research progress in the cloud diagnostics, we
summarize typical cloud network diagnostic systems
that have been tested or deployed in a real-world
production network. In the following, the specific
design and implementation of each system are pro-
vided in detail by scenarios. We classify these sys-
tems in Table 1 based on the taxonomy mentioned
in Section 3.

4.1 Intra-DC

In this subsection, we introduce state-of-the-art
related works which can run or have been tested
in production cloud networks’ data centers. They
may be based on the specific architecture of a cer-
tain cloud network, but are also references for future
research and industrial practice.
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NetPilot (Wu et al., 2012) is a failure diagnostic
platform to detect failures and shorten the failure re-
covery time. In NetPilot, the data for analysis comes
from simple network management protocol (SNMP)
traps, switch and port counters, and syslogs. With
this data, NetPilot can identify a series of compo-
nents that are likely to cause a problem before in-
depth investigation of operations engineers. There-
fore, problems can be eased with the help of data
center redundancy. It can reduce diagnostic time
from hours to minutes, and automatically mitigate
data center network failures.

The system in Herodotou et al. (2014) realizes
a new method to locate data center network failures.
With the prior knowledge of the network topology, it
can calculate failure probability of every link using
ping data. To establish the probabilistic model, it
figures out the most likely ping path based on the
network protocol used (e.g., ECMP), and generates
a ranked list of links and devices associated with
calculated failure scores after filtering noises.

Everflow (Zhu et al., 2015) is a packet-level net-
work telemetry system for large data center net-
works, which mirrors packet headers from switches
based on certain pre-defined rules. The mirrored in-
formation will be centralized and used for in-depth
analysis, to identify whether there is a network prob-
lem. However, the specific reasons for network prob-
lems still need further detection, and a guided probe
is involved to reproduce packet behaviors to obtain
more information.

NetPoirot (Arzani et al., 2016) captures TCP
statistics collected at virtual machines (VMs) to
identify whether there are failures and to locate
whether the failures are in the network, on server-
side, or on client-side. A classification algorithm
based on decision tree is designed to solve the prob-
lem and explain which feature affects the classifica-
tion most.

Trumpet (Moshref et al., 2016) is a system for
host-based eventing, which allows users to define
events by two elements (namely, a packet filter and
a predicate) and use triggers to detect them. The
system can monitor every packet and report events
in milliseconds. Accompanied by hardware devel-
opment such as SmartNIC, Trumpet may become
a preferred solution for network telemetry and root
cause analysis.

CorrOpt (Zhuo et al., 2017) is a system that

concentrates on packet corruption. Packet loss may
be caused by not only network congestion, but also
packet corruption. In CorrOpt, the root cause of
packet corruption can be connector contamination,
damaged or bent fiber, decaying transmitters, bad
or loose transceivers, or shared-component failures.
Once a packet corruption is obtained by CorrOpt, it
will first disable corrupting links under the premise
of ensuring network availability. Then, CorrOpt will
figure out the root cause to help repair corruptions
and release disabled links.

deTector (Peng et al., 2017) is a system that
locates packet loss failures in data center networks.
It will first calculate a probing plan according to
the data center topology and its server state for the
following probing. The probing plan is obtained by
a greedy algorithm. Then, to find the smallest set
of faulty links which can best explain the probing
results, a packet loss localization algorithm based
on the Tomo algorithm (Dhamdhere et al., 2007) is
applied.

The system in Roy et al. (2017) concentrates on
partial and intermittent faults that are not easy to
troubleshoot in traditional networks. First, specific
rules are installed in switches to mark the actual
links of a flow’s entire path, and then each link’s
data is gained. According to this work, links in data
centers can be divided into several groups, within
which the links have several similar functions and
are supposed to perform equivalently. Therefore, the
system can identify faulty links by comparing TCP
statistics through each group of links.

007 (Arzani et al., 2018) is a lightweight packet
drop diagnostic tool. It actively sends packets of
interest and records whether it is dropped. With
the correct network topology, based on the random
routing policy, we can vote for each link that dropped
packets may pass through and obtain the possibility
of dropping packets for each link. The link with the
largest possibility is most likely to blame.

Deepview (Zhang et al., 2018) was designed to
localize VHD failures which happen in IaaS. Instead
of diagnosing individual components, Deepview uses
a global view to consider the edges between com-
pute clusters, network devices, and storage clusters,
and simplify the Clos network as a tree. A new
inference algorithm, combining with lasso regression
(Tibshirani, 1996) and hypothesis testing (Casella
and Berger, 2002), was designed to decide who is to
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blame. It has been deployed in Azure’s production
network, and high accuracy with operating efficiency
was achieved.

NetBouncer (Tan et al., 2019) is a failure local-
ization system based on IP-in-IP and packet bounc-
ing technique in data center networks. It can gen-
erate a probing plan according to the topology of
the data center network and send IP-in-IP packets
to detect the packet loss rate of paths. Then, a well-
designed algorithm against real-world data inconsis-
tency is applied to find out faulty links or devices.
The system has been running well in a production
cloud network. However, it requires the switches in
data centers to support the IP-in-IP function, which
hinders its promotion.

SIMON (Geng et al., 2019) is a network tomog-
raphy technology that tries to reconstruct network
state variables, such as queueing time. It selects
proper reconstruction interval according to the high-
est line rate to filter jitter and uses a mesh of probes
to obtain network information. Its reconstruction al-
gorithm is designed based on lasso (Tibshirani, 1996)
to calculate the queueing time of every link and re-
construct accurately the averaged queue or wait time
processes. Neural networks or the hierarchical struc-
ture of data centers is used to speed up SIMON.

4.2 Internet

In this subsection, we introduce related works
talking about diagnostic systems on the Internet.
Compared to the scenario of Intra-DC, there are rel-
atively few studies on this scenario. It is because
cloud service providers care more about the network
that they can completely control, such as Intra-DC
networks. However, most parts of the network in
public networks belong to ISPs. ISPs have dedicated
a great deal of effort in investigating the problems in
the public Internet. However, considering the topic
of this review, we discuss only the systems and tools
that are designed for cloud networks.

4.2.1 Traffic between public network and the cloud

Odin (Calder et al., 2018) is embedded in a num-
ber of Microsoft applications to measure Microsoft’s
CDN performance, such as latency and availability
through active detection on the client-side. It uses
user-side, application-layer measurement of client
connections, collecting much specific information dif-

ferent from that collected by traditional diagnostic
systems. Odin is claimed to have a high coverage
rate of different paths. Also, it is sensitive and quick
to Internet events.

BlameIt (Jin et al., 2019) is a tool validated
in production at Azure to localize the cause of la-
tency degradation, which has a two-level blame as-
signment design. The first level is designed to detect
faults with round trip time (RTT) data that coarsely
determines whether the fault happens in the cloud,
client, or public network. If the public network is to
blame, a group of on-demand traceroutes from cloud
to client will be sent to measure RTT through dif-
ferent hops to identify the faulty availability zone.
With BlameIt, cloud service providers can quickly
confirm the faulty location. If a third-party ISP’s
network is in trouble, cloud service providers can
send the problem to the corresponding ISP. More-
over, the structure of BlameIt is similar to that of
the Netprofiler (Padmanabhan et al., 2005).

4.2.2 Traffic among data centers

Pythia (Kanuparthy and Dovrolis, 2014) is a
distributed system for end-to-end diagnosis of ISP
network performance. It can discover network per-
formance problems through end-to-end probing in-
formation and diagnose its pathological causes. It
employs a well-designed diagnostic forest algorithm
to perform analysis with low resource consumption
(e.g., CPU and memory). The definition of patho-
logical cause comes from the operator’s knowledge.

NetSonar (Zeng et al., 2015) is a gray box detec-
tion method for locating network faulty links, which
performs better than SNMP. Gray box indicates that
only available paths between destination and source
are used. Also, it combines the information of low-
frequency traceroutes and high-frequency pings to
locate failures.

4.3 Multi-scenario

In addition to the above systems, there are sev-
eral systems or tools which can be used in multiple
scenarios rather than only in one scenario, such as
both Intra-DC and part of the Internet according to
its design details. In this subsection, we describe the
full details of this kind of system or tool.

Pingmesh (Guo et al., 2015) is an always-on
tool to detect latency and packet drops between two
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servers in large-scale data center networks. To re-
duce network overhead, the Pingmesh controller gen-
erates a ping-list and sends it to the Pingmesh agent
in every server. It can identify whether the prob-
lem is caused by the network, and solve almost all
types of network issues such as silent packet drop
problems. However, it is because of the lightweight
purpose that its detection is intermittent such that
it cannot monitor network all the time and there are
blank periods that Pingmesh cannot reach.

dShark (Yu D et al., 2019) is a tool used to
trace network packets, which is a vital point in many
cloud network systems. In the cloud network, head-
ers of data packets may be transformed because of
the complexity. Also, there is noise in collecting
packets. dShark provides a method that traces pack-
ets in nearly real time. It can be used whether in or
outside the cloud.

Gandalf (Li et al., 2020) is a system that fo-
cuses on failures caused by software changes. It ex-
tracts system data such as service logs and perfor-
mance counters, and then ingests deployment events.
By its specially designed correlation model, Gan-
dalf can associate a system-level failure with a cer-
tain software change that causes it. Also, Gan-
dalf uses the Lambda architecture (http://lambda-
architecture.net/) to handle data, which makes it the
ability to process real-time and long-term failures.

VTrace (Fang et al., 2020) desires to automat-
ically diagnose the root cause of persistent packet
loss in the cloud-scale overlay network. To achieve
it, VTrace uses the “fast path-slow path” structure of
virtual forwarding devices (VFDs) and installs sev-
eral “coloring, matching, and logging” rules in VFDs,
so that it can mark the packets of interest to track.
Therefore, it obtains the packet information of each
hop for further inspection.

5 Differences between the cloud and
traditional network diagnostics

The development of the cloud network is based
on traditional networks. Similarly, cloud network di-
agnostic systems and tools described in Section 4 are
usually designed based on or inspired by the ones
in traditional networks. However, due to the char-
acteristics of the cloud network, the design of cloud
diagnostic systems needs to be changed accordingly,
to solve new problems generated in the cloud. In

this section, we discuss the characteristics of cloud
networks and challenges they bring accordingly.

5.1 Virtualization

Virtualization is a key technology of the cloud
network. However, it causes a lot of challenges to
cloud diagnostics. First, the cloud network is rapidly
elastic and scalable. Resources in the cloud can be
easily provisioned and released according to tenants’
constantly changing business demand in any quan-
tity at any time as long as within the capability of
cloud service providers. It implies that the cloud net-
work is quite unpredictable and complex. Besides,
virtualization will change the technical realization of
sending, transmitting, and receiving packets, caus-
ing the lapse of traditional technologies. For ex-
ample, the header of one packet in the cloud net-
work transforms more frequently than traditional
networks when going through different components,
resulting in tracing a packet header. dShark (Yu
D et al., 2019) is a tool that captures packets and
identifies packets’ pipe by its programming model.
Besides, multi-header will also bring problems when
analyzing TCP statistics of five-tuple. Because no
matter how accurate the diagnosis is, it can tell only
what has happened to the outer packet header. If
the information to be analyzed is hidden in the inner
header, the diagnostic system will be powerless.

5.2 Multi-service

Based on the gradual maturity of the cloud
industry, the cloud network can provide abundant
cloud applications such as cross-border communica-
tion, video stream, and CDN service. In general,
every application is composed of multiple services
(e.g., gateway and database). It is not easy to design
a universal diagnostic system for these complex ser-
vices, so that it is challenge to diagnose failures in a
industry cloud network. Take the cross-border com-
munication as an example. A packet for cross-border
communication may traverse DC overlay networks,
DC physical networks, and several ISP networks in
the global cloud network. Naturally, it becomes a
challenge to distinguish where faults actually hap-
pen. Faults may locate in ISPs’ networks, DC over-
lay networks, or DC physical networks, which are
supported by different teams and cannot access eas-
ily to the performance logs of each other (Arzani



1040 Qi et al. / Front Inform Technol Electron Eng 2021 22(8):1031-1045

et al., 2016). For example, the global accelerator
service of Alibaba (https://www.alibabacloud.com/
product/ga) that provides network acceleration ser-
vice for tenants’ Internet-facing application glob-
ally with guaranteed bandwidth and high reliability
would go through a long path from the source to
the destination VM. It passes through global public
network access points, cross-border links leased from
different ISPs, local virtual gateways, physical net-
works, and virtual switches, and finally to the desti-
nation VM. Such a complicated path rarely appears
in traditional networks. Therefore, it is common that
the diagnosis is kicked back and forth between dif-
ferent cloud service teams when there are failures,
which leads to a decrease of efficiency.

5.3 Multi-tenant

It is a fundamental feature that there are mil-
lions of tenants in major production cloud networks
such as Google, and that computing resources are
shared with hundreds of thousands of tenants. De-
spite the underlying logic of the cloud network, the
mutual influence between tenants cannot be avoided.
For example, if one tenant’s traffic is abnormally
large, then a single core’s processing capacity is insuf-
ficient. Therefore, other traffic assigned to this core
is very likely to be affected. In traditional networks,
it is easy to understand the behavioral patterns of
users and recognize whether large traffic is an attack
or a failure, because the users may be of the same
type. However, cloud tenants have different behav-
ioral patterns and business characteristics. Captur-
ing cloud tenants’ features for analysis is fairly trou-
blesome. Thus, analyzing tenants’ data to identify
tenants’ anomalies becomes much harder, and data-
driven methods to predict and diagnose failures can
hardly be used in the cloud environment. Large traf-
fic may just mean that tenants have deployed new
business or pressure test. The impact of cloud ten-
ants on different business is very complex. Thus, it
becomes more difficult to find the root cause of cloud
network failures. Other than that, one single failure
is likely to be perceived differently by different ten-
ants in actual production networks. It is because
each tenant may have a unique demand on the net-
work (Huang et al., 2017). Stream media business
may be sensitive to latency, while cloud CDNs have
fewer stringent requirements for latency. The same
degradation in the network performance may be a

failure for the former but not for the latter. Thus,
cloud service providers must provide an accurate di-
agnosis of failures without sufficient knowledge of
tenant business.

5.4 Elastic service

We note that one of the great benefits of the
cloud network is that tenants can use network re-
sources according to their continuous changing de-
mands. However, problems arise when it comes to
cloud diagnostics. The traffic models vary from time
to time and are hard to predict. Therefore, many tra-
ditional network diagnostic methods based on traffic
model prediction will be less effective when trans-
planted to the cloud network. In the cloud network,
it is normal for a cluster to generate dozens of single-
user traffic spikes in a day. Consequently, few ar-
ticles mentioned in Section 4 have analyzed traffic
data (e.g., bits per second).

5.5 Centralized control

In the software defined network (SDN), its con-
trol plane and data plane are separated so that SDN
can realize logical centralization of network control
(Bannour et al., 2018). To properly manage the net-
work, cloud computing extensively applies the SDN
technology, which brings advantages that traditional
network diagnostics cannot achieve. On one hand,
deploying a cloud diagnostic system will be much
more convenient, no matter in its data collection or
data processing stage. Most deployment works can
be conducted on the software, with more convenient
modification than in the hardware. On the other
hand, we can collect more data in different dimen-
sions or granularities and modify the type of data
collected at any time as needed.

6 Cloud diagnostics: design require-
ments

When deploying a cloud network diagnostic sys-
tem in the production cloud network, many other
requirements need to be considered in addition to
its help in actual diagnostic work by cloud opera-
tion engineers during the designing process. This
is to ensure that it can work efficiently and effec-
tively in the production network. In this section,
we introduce the properties that operation engineers
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consider when designing a diagnostic system or tool
for production demand.

6.1 Timeliness

Once there is a failure in cloud networks, oper-
ation engineers need to figure out the problem and
solve it as soon as possible. Thus, cloud network
diagnostic systems need to be responsive, or even in
(nearly) real time. It is challenging due to the sheer
scale, complex structure, and large data volume of
the cloud. There are many ways to decrease diag-
nostic time. First, we can control the amount of
data that needs to be processed. Both 007 (Arzani
et al., 2018) and NetBouncer (Tan et al., 2019) de-
sign a suitable detection scheme that collects data as
little as possible to identify problems. The system
in Roy et al. (2017) develops a lightweight packet
marking technology to filter required packets instead
of mirroring all traffics. Second, some advanced
algorithms are deployed to speed up data process-
ing. SIMON (Geng et al., 2019) adopts multi-layer
neural networks and GPUs. Consequently, it has
achieved a 5000x–10 000x acceleration performance
compared with the one without multi-layer neural
networks and GPUs. Third, some stream processing
techniques, such as Flink (https://flink.apache.org/)
and Storm (http://storm.apache.org/), can also be
applied to the large-scale network data processing to
ensure timeliness.

Considering the systems mentioned in Section 4,
NetPilot (Wu et al., 2012) and Everflow (Zhu et al.,
2015) use data at the scale of data center networks,
and the systems in Herodotou et al. (2014) and Gan-
dalf (Li et al., 2020) are deployed in Azure. These
systems can obtain diagnostic results within sev-
eral minutes. Furthermore, NetBouncer (Tan et al.,
2019), which has been deployed in Azure, can achieve
second-level diagnosis. Also, Trumpet (Moshref
et al., 2016) can diagnose failures within several mil-
liseconds, while SIMON (Geng et al., 2019) obtains
results in the microsecond-level. The former is tested
in Mbps-level link speed, and the latter one is tested
in Gbps-level link speed.

6.2 Influence on the production network

If operation engineers deploy a cloud network
diagnostic system in the production cloud network
to help maintain the stability of the cloud network,

the impact of the system on the actual production
network must be considered. Different from tradi-
tional networks, the characteristics of the cloud net-
work may pose a more stringent requirement for the
impact of the designed diagnostic system on the pro-
duction network. For example, due to the multi-
tenant nature of cloud networks, the designed sys-
tem may affect many tenants, even if it is caused
by only one tenant indeed. Thus, the minimum re-
quirement of a cloud network diagnostic system is
that it should not interfere with the normal traffic
of cloud network services. Several aspects need to
be considered to guarantee it. Here, we summarize
three points that should be concerned according to
the literature review.

First, it is a major concern whether the data
collection process goes through the control plane or
data plane. If there is only the data plane involved
and the control plane does not intervene, the collec-
tion speed will be faster and the impact on the cloud
network will be smaller. It is because the data plane
does not occupy the CPU resources and the flows on
it compete for fewer with other flows. For instance,
to avoid passing through the control plane, Everflow
(Zhu et al., 2015) installs certain rules on switches in
advance and uses the data premature mirror to filter
packets. It successfully guarantees that the system
is not too heavy-weight. Additionally, the emerging
technology of in-band network telemetry (INT) (Kim
et al., 2015) is out of similar considerations, which
can obtain various data of network state by only the
data plane.

Another influential factor is where to obtain
data, in the bypass system or the main system. Sev-
eral diagnostic tools, such as Pingmesh (Guo et al.,
2015) and NetFlow (Claise et al., 2004), are in-
stalled directly on network devices such as routers
and switches. Therefore, they may affect the net-
work. Besides, some systems are deployed in a set
of equipment that is independent of the production
network. The required information is usually mir-
rored to these systems for analysis. For instance,
fiber splitters are applied to copy signals to the by-
pass system (Duffield et al., 2009) in an optic fiber
network.

Also, the frequency of data collection is vital. In
the cloud network, data collection requires reading
data from memory, while the network components
themselves are writing data. These two actions are
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mutually exclusive. Therefore, the higher the fre-
quency of the data collection, the larger the influ-
ence of the diagnostic system. Thus, diagnostic sys-
tems have to limit the sampling frequency under the
premise that the accuracy of the results can be guar-
anteed. We observe that the probing window of Net-
Poirot (Arzani et al., 2016) is limited to 30 s, and
that SIMON (Geng et al., 2019) also tries to find a
proper frequency to collect data in different networks
through several experiments.

6.3 Portability

In addition to these two issues mentioned above,
operation engineers need to consider the portability
in some cases. Portability means that whether a
cloud diagnostic system or tool can be transplanted
to other devices and networks. It is known that the
cloud network is heterogeneous in terms of device,
network structure, and so on. We note that physi-
cal devices may come from different vendors or have
distinct software versions, and that different parts of
the network could be structured in diverse ways. For
example, there are old four-post cluster design and
next-generation technology in Facebook’s data cen-
ters (Roy et al., 2015). In such scenarios, operation
engineers expect that the designed system should be
applicable across these inconsistent parts (e.g., de-
vices or network structure), namely, being portable.
Although traditional networks face the same prob-
lem as well, the cloud network is more complex and
changeable. Thus, challenges brought by the porta-
bility are more worth watching. Considering that
whether a system is portable depends mainly on
where and for what it will be implemented, it is
hard to conclude the portability for all works listed
in Table 1. Hence, we summarize the portability
of the system that has been discussed in the litera-
ture. Pingmesh is a very successful diagnostic tool in
portability. It was first proposed by Microsoft, which
now has been reproduced by many other commercial
companies and can adapt to different network situ-
ations. However, several systems are more or less
limited in being ported to other networks or appli-
cation environment due to the specific characteris-
tics of certain networks. For instance, Odin (Calder
et al., 2018) is a typical hard-to-port system since
it requires a high authority to obtain network mea-
surement data. It is deployed on the CDN client of
Microsoft, which is hard to achieve if the CDN does

not belong to the cloud service providers. Further-
more, sometimes the network hardware needs to have
certain functions, or the existing hardware needs to
be modified, which leads to extra deployment costs.
The faulty location system of Facebook (Roy et al.,
2017) requires that the switches can mark suspicious
packets, while NetBouncer (Tan et al., 2019) requires
that switches have the IP-in-IP function. Similarly,
Everflow (Zhu et al., 2015) and deTector (Peng et al.,
2017) need special hardware to implement them.
Besides, 007 cannot be transplanted to large-scale
networks (Jin et al., 2019), but can diagnose other
types of problems by modifying the detection index
(Arzani et al., 2018).

7 Challenges and future development
of cloud diagnostics

Nowadays, the structure of the cloud network is
more and more mature, and researchers have grad-
ually concentrated on cloud diagnostics. However,
there are still a lot of challenges in cloud diagnostics
research. Many recent studies are based on tradi-
tional network diagnostic tools and the characteris-
tics of the cloud network have not been considered
in depth. In this section, we conclude some chal-
lenges and future development directions of cloud
diagnostics.

1. The cloud diagnostics is preferred to be in-
band and in data plane. The data path of in-band
detection can be the same as the path of real user
data. So, diagnosis with in-band technologies cap-
tures cloud network faults more effectively. Thus,
it can figure out problems that cannot be diagnosed
by active probing diagnostic methods. It is because
there is a small part of packet paths different from
the path of real user data in active probing. For
the data plane, it will not consume CPU resources,
and the diagnostic performance will be better. INT
(Kim et al., 2015) is a very promising technology
in this area. It can collect network state without
the intervention of the control plane. When a data
packet marked by INT in advance passes INT traf-
fic sources (applications, end-host networking stacks,
hypervisors, NICs, send-side ToRs, etc.), the data re-
quired by the INT would be put into the packet in
the form of packet headers. Therefore, the extra
burden brought by INT is also a concern for deploy-
ing the system. Besides, to achieve INT, switches in
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the network must stand by the Openflow protocol.
Thus, the technology is currently not widely used
due to hardware limitations. However, in the near
future, with the promotion of Openflow switches,
the application of INT can tell us the specific loca-
tion of packet loss, the actual path packet passing
by, and other information that is difficult to obtain
before.

2. Besides, the state-of-the-art technologies
should be deployed such as stream computing, big
data, and artificial intelligence (AI). In Section 6,
we have concluded that cloud diagnostics will face
challenges of a large amount of data and changeable
data characteristics due to the features of cloud net-
works. It is not advisable to use traditional methods
to solve these problems. Therefore, some cutting-
edge technologies are needed. Stream computing can
better deal with the massive data generated by the
cloud network in real time with a lower latency. AI
algorithms can provide more ways to improve detec-
tion accuracy. However, because of the multi-tenant
characteristics of the cloud, it is hard to distribute a
unified model of network traffic for the cloud. Thus,
most algorithms cannot give good results if used di-
rectly. In the future, traffic may be classified by the
types of tenants or other properties, and correspond-
ing well-designed algorithms will be used for different
situations of traffic.

3. Finally, analyzing only traffic data is proved
to be not enough in Section 6. The information
of the transport layer should be given more at-
tention, because it will show the quality of traf-
fic. Generally speaking, the transport layer pro-
tocol is TCP/IP and we call the data from the
transport layer the TCP statistics. Moreover, some
emerging transmission protocols are worth study-
ing, such as quick UDP internet connection (QUIC)
(Roskind, 2013). Related diagnostic tools should
be designed based on the characteristics of the cor-
responding protocol. Shortly, P4 switches sup-
porting the Openflow protocol will be more and
more popular, which means that we can obtain
more information on traffic quality. However,
the more information we obtain, the more impact
the network system will suffer from. Therefore, we
must try to design an economical information collec-
tion method for diagnosis.

8 Conclusions

Diagnostics in the cloud is an area that is not
fully matured but vital in future cloud network de-
velopment. In this paper, we analyzed the defini-
tion of cloud diagnostics, and introduced and classi-
fied several state-of-the-art cloud network diagnostic
systems. By understanding the design of these sys-
tems, we presented the differences between the cloud
network diagnostics and traditional ones. Also, we
proposed the requirements for designing cloud net-
work diagnostic systems and tools. Thus, we ob-
tained some key development directions for the cloud
network diagnostics. We hope that our review of
cloud network diagnostics can stimulate researchers’
interest in this field and provide help for researchers’
follow-up research.
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