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Abstract: Identifying code has been widely used in man-machine verification to maintain network security. The

challenge in engaging man-machine verification involves the correct classification of man and machine tracks. In

this study, we propose a random forest (RF) model for man-machine verification based on the mouse movement

trajectory dataset. We also compare the RF model with the baseline models (logistic regression and support vector

machine) based on performance metrics such as precision, recall, false positive rates, false negative rates, F’-measure,

and weighted accuracy. The performance metrics of the RF model exceed those of the baseline models.
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1 Introduction

The security landscape is changing with inter-
nal threats and financial motivations, replacing the
activities of “script kiddies,” and seeking bragging
rights about the number of machines compromised
(Gordon et al., 2006). Unauthorized access, theft of
proprietary information, and insider net abuse are
among the top five financial losses. Fig. 1 shows that
the decline in the overall frequency of (successful)
misuses of computer systems, which began in 2001,
may have come to a halt in 2005. The percentage
of respondents answering that their organization ex-
perienced unauthorized use of computer systems in
the last 12 months increased slightly from 53% in
2004 to 56% in 2005. Furthermore, the percentage
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of respondents answering that there was no unautho-
rized use of their organization’s computer systems
decreased from 35% to 31%. Many respondents said
that they did not know if unauthorized access had
occurred, and the percentage of these respondents in-
creased from 11% to 13% (Brown and Rogers, 1993).

Man-machine verification in this study is based
on behavioral verification technology, which breaks
through the one-dimensional protection of the “com-
puter graphics” of code verification technology. The
concept of “behavior” is introduced in the verifica-
tion of security technology, which incorporates many
disciplines including biology, interaction psychology,
and artificial intelligence. The “behavioral identifica-
tion module” is used to generate and analyze multiple
behavioral data. After multi-processing in the “sand-
box module” in real time to make accurate judg-
ments, a multi-complex and different dimensional
high-intensity defense system can be established. In
the behavioral verification application, the validation
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Fig. 1 Different use of computer systems from 1999
to 2005

area is fixed. Some malicious applications can eas-
ily simulate the mouse drag action and complete the
verification. The challenge in engaging man-machine
verification involves the correct classification of man
and machine tracks.

Weiss et al. (2007) tested the feasibility of mouse
movement biometrics by k-nearest neighbors (KNN).
Su (2016) proposed a gradient boosting decision
tree (GBDT) classification model on the behavior-
based verification code, showing the potential of this
method to be used in man-machine verification.

In this study, we constructe a random forest
(RF) model to effectively classify and segregate man
and machine tracks, based on the mouse movement
trajectory dataset. We compare the prediction per-
formance with logistic regression (LR) and support
vector machine (SVM) on both the training and test-
ing data sets. We show that the proposed RF model
has favorable prediction performance. Our efforts
can be summarized as follows: (1) We adapt the
RF classification model to handle the task of man-
machine verification based on mouse trajectory data.
(2) We describe feature definitions and create a fea-
ture vector, which represents the characteristics of
the movement tracks. (3) We compare the prediction
performance of the proposed RF model with those of
LR and SVM on both the training and testing data
sets.

2 Dataset

We use the data in our experiment to ex-
tract dynamic characteristics from interactive sliding
verification code track data. The data are acquired
from a network technology company. When any

user logged in or registered on the web site by using
the drag operation in completely automated pub-
lic turing test to tell computers and humans apart
(CAPTCHA) to complete the authentication, the
server automatically recorded the horizontal, verti-
cal, and time statistics.

In this study, we evaluate our method on a
dataset consisting of 3000 records (2600 positive
samples and 400 negative samples) of different mouse
trajectories. Each row in the records is defined in
Table 1. An example of the records is as follows:
{5;241,2594,904; 276, 2555, 2527;297, 2542, 2593;360,
2555, 5284;1574.5,267;0}.

Table 1 Definition of the mouse trajectory records

Field Type Explanation
al bigint Record number
a2 string Mouse trajectory (z¢,yt,t)
a3 string Target position (z¢,yr)
label string 1: normal track; 0: machine track

3 Methodology
3.1 Data preparation

Through the data samples, we can see that
the collected mouse trajectory records are in time
sequence. Therefore, the mouse movement speed,
movement offset, movement interval, and movement
slope can be calculated from the mouse tracks. Defi-
nitions of these statistics are as follows, which make
up the feature vectors (Taieb and Hyndman, 2014).
Definition 1 (Movement speed)  In the human-
computer interaction process, the mouse movement
of the track is usually not a straight line: the mouse
directions of movement and vertical movement are
shifted. The velocity direction of a single point is
not always consistent with the direction of move-
ment, and sometimes there is even a great devia-
tion. The average speed of the curve is defined as
the average speed taken to complete the curve. The
speed between two points is computed as the dis-
tance traveled over time. The speed at the single
point v is decomposed into the speed along the mov-
ing direction and the speed along the vertical mov-
ing direction. For horizontal movement, the veloc-
ity in the horizontal direction is calculated and the
speed at the j* data point is defined as the differ-
ence between the j* data point and the horizontal
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coordinates of the (j — 1) data point divided by
their time stamps. The vertical velocity can also be
calculated. For each movement segment, the mean
and variance of vertical and horizontal speeds can
be calculated, denoted separately as vimean; Vzvar,
Vymean, aNd VUyvar. The speed feature is defined as
fspeed = [meeana VUgvar; Uymean ) vaar] .

Definition 2 (Movement offset) A movement off-
set includes horizontal movement and vertical move-
ment. For horizontal movement, the offset in the
vertical direction is calculated, and the offset of the
7™ movement is defined as the sum of the absolute
values of the difference in the vertical coordinates of
each adjacent data point in the moving trajectory.
For vertical movement, the horizontal offset is calcu-
lated. For each movement segment, the mean and
variance of the vertical and horizontal offsets can be
calculated, denoted separately as Tmeans Tvars Ymean,
and yyar. The movement offset feature is defined as
.fof‘fsct - [Imcany Lyvars Ymean, yvar] .
Definition 3 (Movement interval)
ment segment, we calculate the mean and variance
of the time interval of adjacent data points in the

For each move-

moving trajectory, denoted separately as tyean and
tvar- The movement interval feature is defined as
ftime = [tmeana tvar]-

The feature vector is [ fspeeds fofiset frime)-

3.2 Random forest

RF is a multiple decision tree classifier based
on the classification and regression tree (De’ath and
Fabricius, 2000). For each tree, this method per-
forms bootstrap sampling and enables the calcula-
tion of an error estimate based on the instances re-
maining “out-of-bag.” RF, unlike classification and
regression tree (CART), does not consider all vari-
ables at each node to determine the best split thresh-
old, but a random subset of the original set of fea-
tures. The number of variables per node is typically
set to the square root of the total number of variables,
but it can be adjusted by the user. Those two mecha-
nisms, sampling and using random variables for each
node, create very different uncorrelated trees. An-
other user-defined parameter is the number of trees,
which must be sufficiently large to capture the full
variability of the training data and yield good clas-
sification accuracy. RF assigns the final class to an
object based on the majority vote of all trees in the
forest.

3.3 Classification

In man-machine verification research, machine
learning methods have been used such as support
vector machines (SVM), logistic regression (LR), and
artificial neural networks (ANN) (Sanjaa and Chu-
luun, 2013). In this study, we use RF as a feasible
method for man-machine verification.

In terms of supervised learning, various stud-
ies have ranked gradient boosted trees, random
forests, neural networks, and support vector ma-
chines as having high predictive accuracies (Caru-
ana and Niculescu-Mizil, 2006; Liu et al., 2015). Al-
though gradient boosted trees have the highest ac-
curacy, RF is able to achieve almost the same per-
formance with minor parameter tuning (Hultquist
et al., 2014).

In this study, we implement RF on Python using
the random forest library. The RF classifier model
takes feature vector |[fspeed, fofset, ftime] as input.
The feature vector is then normalized to create a
normalized feature vector in the form of Eq. (1):

T — Tmin

: (1)

rT= —
Tmax — Lmin
where Tmin and Tgax are the minimum and max-
imum values of the measurement over all samples,
respectively. Normalization provides measurement
values in the range 0-1 to give each measurement a
roughly equal weight.

3.4 Evaluation criteria

In an imbalanced learning dataset (Chen et al.,
2004), the overall classification accuracy is not an ap-
propriate measure of performance. We use true posi-
tive rate (TPR), true negative rate (TNR), weighted
accuracy (w-Acc), G-mean, Precision, Recall, and
F-measure to evaluate the prediction model. All the
metrics are functions of the parameters in Table 2.
The performance metrics are defined as

TN
R = e @)

TP
PR =1 rix ®)
G-mean = VTNR x TPR, (4)
w-Acc = - TPR + (1 — §)TNR, (5)
Precision = P (6)

TP + FP’
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TP
l=——=TP
Reca TP T TN R, (7)
Fomeasure — 2 x Precision x RecaH’ (8)

Precision + Recall

where 8 and (1 — ) are the class weights of the
positive and negative classes, respectively.

Table 2 Confusion matrix

Prediction outcome
Actual value

Retrieved Not retrieved

Relevant
Non-relevant

True positive (TP)
False positive (FP)

False negative (FN)
True negative (TN)

We also use the receiver operating characteristic
(ROC) curve and the area under curve (AUC) to
show the superiority of the proposed RF model to
other classification models.

4 Experimental results

The proposed method was implemented in a
personal computer with an Intel Core i3-3220 3.30
GHz processor. In the experiments, the training set
consisted of 12 feature vectors with corresponding
labels. To validate the RF model, we compared it
with the following baselines: (1) linear regression,
which is applied for each record individually and is a
single-task learning method; (2) support vector ma-
chine, which is an algorithm that can classify records
linearly or nonlinearly.

The importance of features is ranked as shown
in Table 3. Apparently, the movement speed and
movement offset features make larger contributions
to the classification model. Fig. 2 shows the correla-
tion matrix between the selected features and trajec-
tory labels, where each row or column denotes one
feature. Fig. 3 ranks the importance of features in
Table 3.

Table 3 Feature importance ranking

Index Feature Importance
0 tmean 0.094 655
1 tvar 0.054 040
2 Uzmean 0.048 928
3 Vzvar 0.083 988
4 Tmean 0.210 774
5 Tvar 0.143 252
6 VUymean 0.041 525
7 Vyvar 0.078 242
8 Ymean 0.231 997
9 Yvar 0.012 600

First, we compare the RF model with the base-
line models on the training set. The results are shown
in Table 4. Apparently, both RF and SVM mod-
els show great improvement over LR based on all
metrics (TPR, TNR, Precision, F-measure, G-mean,
and w-Acc).

The RF model was then tested on the reserved
testing set consisting of the remaining 20% of the
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Table 4 Performance comparison on testing set

Model TPR TNR Precision F-measure G-mean w-Acc

LR 0.9960 0.4271 0.9013 0.9463 0.6522 0.7116
SVM 1.0000 0.1042 0.8542 0.9214 0.3227 0.5521
RF 0.9960 1.0000 1.0000 0.9980 0.9980 0.9980

LR: logistic regression; SVM: support vector machine;
RF: random forest; TPR: true positive rate; TNR: true
negative rate; w-Acc: weighted accuracy
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data that were not used during the training phase.
Table 4 summarizes the performance comparison of
the models on the testing set (Fig. 4). The RF model
is superior to LR and SVM in terms of TNR, Preci-
sion, F-measure, G-mean, and w-Acc, but is worse
than SVM in TPR. Fig. 5 compares the RF model
and the baseline models using ROC curves on the
testing dataset. From this figure, we can see that the
ROC performance of the RF model is better than
those of SVM and LR.

= LR SVM = RF
1.0 T - - -

T

0.8
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0.4

0.2

TPR TNR Precision F-measure G-mean w-Acc
Evaluation metric
Fig. 4 Performance comparison
LR: logistic regression; SVM: support vector machine;
RF: random forest; TPR: true positive rate; TNR: true
negative rate; w-Acc: weighted accuracy
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Fig. 5 ROC curve
LR: logistic regression; SVM: support vector machine; RF":

random forest; ROC: receiver operating characteristic;
AUC: area under curve

5 Conclusions

In this study, we constructed a random for-
est model for man-machine verification based on
the movement speed feature fypccq, movement off-
set feature fomeet, and movement interval feature
Fftime from the mouse movement trajectory dataset.

The resulting accuracies showed that the proposed
random forest model achieves a 100% classification
accuracy for the given dataset. Moreover, we com-
pared the RF model and the baseline models (LR
and SVM) based on different metrics: TPR, TNR,
Precision, F-measure, G-mean, and weighted accu-
racy. The performance of the RF model was better
than that of the SVM or LR model.
forest model was used for man-machine verification.

The random

The future work on this topic can use deep learning
models such as RNN or LSTM, which can provide ad-
ditional insights and better training procedures for
the classification model.
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