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Abstract: Three technical problems should be solved urgently in cyberspace security: the timeliness and accuracy of network 
attack detection, the credibility assessment and prediction of the security situation, and the effectiveness of security defense 
strategy optimization. Artificial intelligence (AI) algorithms have become the core means to increase the chance of security and 
improve the network attack and defense ability in the application of cyberspace security. Recently, the breakthrough and 
application of AI technology have provided a series of advanced approaches for further enhancing network defense ability. This 
work presents a comprehensive review of AI technology articles for cyberspace security applications, mainly from 2017 to 2022. 
The papers are selected from a variety of journals and conferences: 52.68% are from Elsevier, Springer, and IEEE journals and 
25% are from international conferences. With a specific focus on the latest approaches in machine learning (ML), deep learning 
(DL), and some popular optimization algorithms, the characteristics of the algorithmic models, performance results, datasets, 
potential benefits, and limitations are analyzed, and some of the existing challenges are highlighted. This work is intended to 
provide technical guidance for researchers who would like to obtain the potential of AI technical methods for cyberspace security 
and to provide tips for the later resolution of specific cyberspace security issues, and a mastery of the current development trends of 
technology and application and hot issues in the field of network security. It also indicates certain existing challenges and gives 
directions for addressing them effectively.
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1  Introduction

Cyberspace security faces three technical prob‐

lems: the first is the timeliness and accuracy of detect‐

ing attacks, the second is the credibility assessment and 

prediction of the security situation, and the third is the 

effectiveness of security strategy decision-making. With 

an increasing number of network attacks, cyberspace 

security is becoming a crucial risk for any enterprise. 

Advances in artificial intelligence (AI) technology, 

especially machine learning (ML) and deep learning 

(DL), can support the detection of threats and advise 

network analysts, pointing the way for cyberspace 

security experts to deal with evolving cyber threats 

(Bresniker et al., 2019; Zeadally et al., 2020). It has 

been shown that flexible cyberspace security practices 

and approaches are needed to address the current 

problems facing aviation, noted in the National Avia‐

tion Safety Strategy Report released in December 2018 

and the Government Accountability Office Aviation 
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Cyberspace Security Report released in October 2020. 
In addition, when designing solutions, if you do not 
explore the feasibility of using AI-driven cyberspace 
security tools, you will ignore the potential advantages 
that these technologies can offer (Choi et al., 2020; 
Sun YY et al., 2020). A new study shows that AI 
algorithms can extract the best feature representation 
from the attack and defense big data of cyberspace, 
which can effectively help security technical analysts 
research network threat detection, analysis and predic‐
tion, evaluation, scheme optimization, decision scheme 
generation, and other cyberspace security applications 
(Garcia et al., 2021). DL methods are widely used in 
the field of cyberspace security (Salih et al., 2021) to 
solve specific problems such as security-oriented pro‐
gram analysis, protection of return-oriented program‐
ming attacks, implementation of control flow integrity, 
defense against network attacks, malware classifica‐
tion, anomaly detection based on system events, memory 
forensics, and blurring of software security (Berman 
et al., 2019).

Research on AI algorithms in the field of cyber‐
space security is gradually developing. Related surveys  
(Nguyen TTT and Armitage, 2008; Wu and Banzhaf, 
2010; Buczak and Guven, 2016; Torres et al., 2019) 
have described ML applications to cyberspace security 
issues but have not mentioned DL. Others analyze AI 
technology with cyberspace security, but these tech‐
nical applications have limited cyberspace security. 
Existing research focuses mainly on AI algorithms 
applied to solve cyberspace security issues, such as 
attack detection, prediction, and analysis. The issues 
refer only to the accuracy under various types of net‐
work attack, such as those mentioned in Berman et al. 
(2019) for 12 kinds of cyberspace security issues of 
attack detection algorithm models, including malware, 
botnet detection, drive-by download attacks, network 
intrusion detection, tile type identification, network 
traffic identification, spam identification, insider threat 
detection, border gateway anomaly detection, verifi‐
cation if keystrokes were typed by a human, user au‐
thentication, and false data injection attack detection. 
Apruzzese et al. (2018) and Xin et al. (2018) paid 
specific attention to network attacks, including intru‐
sion detection. They targeted weaknesses in datasets 
and the field of surveys for further progress. Salih et al. 
(2021) paid their attention to research on cyberspace 

security attack datasets with AI techniques. They pro‐
vided a detailed comparison of techniques and field 
execution to achieve cyberspace defense optimization. 
There are other researchers who have analyzed and 
discussed the application of AI algorithms for cyber‐
space security issues, such as the Internet of Things 
(IoT) and cyber-physical systems. Research aimed at 
protecting cyber-physical systems was summarized 
by Wickramasinghe et al. (2018). Furthermore, Al-
Garadi et al. (2020) reviewed ML and DL techniques 
to solve IoT issues.

This review is particularly comprehensive because 
it includes the comprehensive AI algorithms in cyber‐
space security issue applications not only for intrusion 
detection but also for assessment and defense decision-
making. The expansion of AI algorithms in cyberspace 
security employment is reviewed. The highlights of this 
work are as follows:

1. The research material has the characteristics 
of timeliness, authority, and universality. More than 
150 articles were collected, especially from 2011 to 
2022, 52.68% of which came from Elsevier, Springer, 
and IEEE journals, and 25% came from international 
academic conferences in this field.

2. The research problems include difficult prob‐
lems and active directions in the field of network se‐
curity. This review studies and analyzes three specific 
technical problems that need to be solved urgently in the 
field of cyberspace security, including network attack 
detection, security situation assessment, and network 
security defense strategy optimization. In each direction, 
AI algorithms are classified as ML, DL, or optimiza‐
tion algorithms, and are sorted and analyzed from the 
aspects of algorithms, datasets, simulation, and compara‐
tive experiments, even advantages and disadvantages.

3. Through omni-directional, multi-dimensional, 
and detailed research, the potential advantages of AI 
algorithms in solving specific problems in the field 
of network security are statistically analyzed, showing 
the current development trends of technologies and 
applications, the hot issues, and the focuses of differ‐
ent countries in the field of network security.

Furthermore, this survey is unique in that it cov‐
ers a wide range of AI algorithms in three kinds of 
cyberspace security applications, not only ML and DL, 
but also optimization algorithms. We attempt to create 
a reference point for technical experts who want to 
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recognize the potential of AI technology in cyberspace 
security, to guide researchers to further tap the poten‐
tial advantages of AI algorithms to solve the current 
complex and changing cyberspace security issues, and 
to open up the three links and multi-dimensional cyber‐
space security problem-solving paths of “intrusion 
detection modeling, situation assessment and predic‐
tion modeling, and defense decision-making model‐
ing,” thus building a comprehensive solution frame‐
work with perspective, integration, and intelligence.

2  AI technologies

The concept of AI first arose at the Dartmouth 
Conference in 1956 and reflected the wish for machines 
that would think and react like the human brain. Be‐
cause of its tremendous difficulty and attractiveness, 
AI has attracted scientists and enthusiasts to invest in 
research since its birth. According to the level of AI 
implementation, we can describe three kinds of AI:

Artificial narrow intelligence (ANI): This type 
of intelligence is good at a particular task. It is used 
in image and speech recognition systems to identify 
objects, people, and other elements in images and 
audio recordings. Other examples are the automatic 
classification of spam, self-driving vehicles, face recog‐
nition on mobile phones, and so on. Most of the cur‐
rent AI is ANI.

Artificial general intelligence (AGI): At the be‐
ginning of the proposal of the concept of AI, people 
expected to build complex computers to achieve the 
same complex intelligence as what human beings have. 
This type of intelligence requires machines to be profi‐
cient in listening, speaking, reading, and writing like 
people. At present, AGI has not been achieved.

Artificial super intelligence (ASI): ASI, an addi‐
tion to AGI, is the intelligence that is smarter than 
the human brain in almost every field, including inno‐
vation, social interaction, and thinking. Aaron Saenz, 
an AI scientist, once had an interesting metaphor: ANI, 
like the early amino acids on the Earth, might suddenly 
produce life.

In the technological development of AI, the three 
cornerstones are algorithms, data, and computing power, 
among which algorithms are fundamental. ML is a sig‐
nificant subarea of AI, and it is currently one of the 

core research directions in AI and data analysis (Zhang 
R and Wang, 2016; Zhou ZH, 2016). DL is a pivotal 
research direction in ML. Optimization algorithms are 
a part of AI algorithms, and have been comprehen‐
sively used to solve issues in the field of AI.

This section expounds the basic ideas and appli‐
cations of AI algorithms from three aspects: ML, DL, 
and optimization algorithms (see supplementary ma‐
terials, Section 4).

2.1  Machine learning

Tom Mitchell defined ML as follows: “A com‐
puter program is said to learn from experience E with 
respect to some class of tasks T and performance mea‐
sure P if its performance at tasks in T, as measured 
by P, improves with experience E.” ML algorithms 
use a large number of statistical rules to settle optimi‐
zation problems. According to the current mainstream 
classification methods with different training samples 
and feedback methods, ML can be separated into 
four groups: supervised learning, unsupervised learning 
(Bitaab and Hashemi, 2017), semi-supervised learning 
(Zhou XY and Belkin, 2014; Kunal and Dua, 2019; 
Gupta ARB and Agrawal, 2020), and reinforcement 
learning (RL) (Buşoniu et al., 2010; Hessel et al., 2018; 
Gronauer and Diepold, 2022) (see supplementary ma‐
terials, Sections 1.1, 1.2, 1.3, and 1.4, respectively).

ML is a powerful method to realize AI, and it is 
also the earliest AI algorithm developed. Unlike the 
traditional rule-based design algorithm, ML determines 
the law from massive data and automatically learns 
the parameters needed by the algorithm. The Bayes‐
ian theorem is a kind of ML algorithm based on the 
historical data of similar events to obtain the possibil‐
ity of occurrence.

2.2  Deep learning

Tom Mitchell defined DL as follows: “Deep learn‐
ing is a particular kind of machine learning that 
achieves great power and flexibility by learning to 
represent the world as nested hierarchy of concepts, with 
each concept defined in relation to simpler concepts, 
and more abstract representations computed in terms of 
less abstract ones.” DL is one of the technical branches 
and subset in ML, through mainly the construction of 
deep artificial neural networks to learn knowledge. The 
input data are usually complex, large scale, and high 
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dimensional. DL has been said to be one of the most 
significant breakthroughs since the advent of ML.

Because DL methods are a popular research topic 
in the domain of AI algorithms, they are listed sepa‐
rately here. The ultimate goal is to make the machine 
have the same analytical learning ability as human 
beings and be able to recognize text, images, sound, and 
other data. With the high-speed expansion of graphics 
processing units (GPUs), a lot of GPUs working 
together with CPU, the application of DL to various 
fields has been accelerated (Pouyanfar et al., 2019).

The core idea of DL is to use a multi-layer neu‐
ral network frame to obtain information from datasets. 
This method is much better than traditional ML 
methods in terms of learning ability. It has been used 
in many areas, including computer vision (such as 
video recognition, medical image analysis, and image 
classification), autopilot, natural language processing, 
speech recognition, handwriting recognition, and 
human-computer interaction. It continues to be extended 
to other fields. The DL framework based on neural 
networks includes mainly deep neural networks (DNNs), 
convolutional neural networks (CNNs) (Waibel et al., 
1990; Krizhevsky et al., 2012; Long et al., 2015), re‐
current neural networks (RNNs) (Socher et al., 2011a; 
Graves et al., 2013; Sutskever et al., 2014), deep be‐
lief networks (DBNs), autoencoder (AE), generative 
adversarial networks (GANs) (Socher et al., 2011b; 
Goodfellow et al., 2014, 2016; Ledig et al., 2017), 
and so on (see supplementary materials, Section 2).

2.3  Optimization algorithms

The classical optimization algorithms include linear 
programming, dynamic programming, the mountain 
climbing method, the fastest drop method, the simu‐
lated annealing algorithm (SAA), the tabu search algo‐
rithm, and the genetic algorithm (GA). These algo‐
rithms have the advantages of simple parameter set‐
tings, strong adaptability, no special requirements for 
the analytical properties of objective functions and the 
selection of initial parameters of the algorithm, and 
fast convergence. These algorithms are commonly used 
to solve practical engineering problems, such as linear 
programming, quadratic programming, and convex func‐
tion optimization. The traditional optimization algo‐
rithm requires that the objective function be convex, 
continuously differentiable, and so on, and thus has a 

poor ability to deal with nondeterministic informa‐
tion. It has great limitations when directly applied to 
complex large-scale engineering problems.

The swarm intelligence (SI) optimization algo‐
rithm and group search optimizer algorithm are new 
kinds of optimization algorithm, inspired by a social 
behavior mechanism from insect groups and animals 
(Mohiuddin et al., 2016; Elbes et al., 2019; Shafiqur 
et al., 2020). The SI algorithm simulates the group 
behavior of insects, fish, herds, and birds. Each group 
always alters the search direction by learning its own 
experience and others, also known as the metaheuristic 
method. The group search optimizer algorithm is to 
optimize the problem by simulating the foraging be‐
havior of the animal population. Compared with other 
optimization algorithms, such as GAs and the particle 
swarm optimization (PSO) algorithm, the group search 
optimizer algorithm is superior in exploitation ability. 
It has been comprehensively researched and used to 
solve problems of load economic dispatching in power 
systems in recent years, including multi-objective 
decision-making optimization (Park et al., 2010) and 
other large-scale complex engineering optimization and 
decision-making problems. For details, see Section 3 
in the supplementary materials.

3  Application of AI algorithms to cyberspace 

security

With the development of network structures to a 
larger scale, complexity, concentration, and heteroge‐
neity, cyberspace has become a complex system. Net‐
work attacks are large-scale, distributed, and hidden. 
The attack target extends from the traditional network 
system to other systems, such as IoT, industrial equip‐
ment, smart homes, and driverless system networks, 
which brings huge security risks to cyberspace. The 
traditional security defense no longer satisfies the 
“supervision, prevention, control, and evaluation” sys‐
tematic linkage defense requirements for cyberspace 
security defense in the future. AI technologies have ac‐
celerated the development of cyberspace security 
technology. The research fields of cyberspace in‐
trusion detection, resource allocation optimization 
and defense evaluation, defense decision-making, and 
strategy generation based on AI algorithms have 

1120



Chen et al. / Front Inform Technol Electron Eng   2023 24(8):1117-1142

shown unprecedented advantages (Sagar et al., 2019; 
Zhang HY et al., 2019; Zeadally et al., 2020).

This section describes the different AI algorithms 
used to solve cyberspace security issues, including 
intrusion detection, prediction and evaluation of the 
security situation, and generating and optimizing strate-
gies. References to important methodology, mainly 
from 2017 to 2022, are provided for each technique.

3.1  AI algorithm modeling for detection of network 
attacks

Network attack detection, also known as intru‐
sion detection, is one of the significant approaches 
in cyberspace security. Network attack detection is 
a means to prevent networks from attack, by finding 
suspicious attacks and taking corresponding measures 
to reduce economic losses effectively. Researchers 
continue to introduce more advanced AI algorithms, 
as new technologies arise for making the model more 
efficient and more stable.

The approach includes several main steps: data 
preprocessing, feature processing, dataset selection, 
and index evaluation. In general, most researchers 
use existing, recognized, and widely used public da‐
tasets to train models. Examples are the KDD CUP99 
dataset, NSL-KDD dataset, UNSW-NB15 dataset, and 
CICIDS2017 dataset. For the performance evaluation 
index of the model, which is adopted to explain the 
performance of the system generally, the following 
indexes are mainly used: accuracy, precision, recall, 
F score, true positive rate (TPR), false positive rate 
(FPR), and area under curve (AUC).

3.1.1  Modeling methods based on machine learning

Network attacks are growing more sophisticated 
and challenging. The establishment of an intrusion de‐
tection model is the first step in the implementation 
of cyberspace security defense actions and behaviors 
to better classify the threats of network attacks. ML has 
become the mainstream classification problem solving 
scheme due to its relatively simple architecture and low 
computing overhead. Currently, the use of ML in the 
sphere of intrusion detection is growing significantly. 
ML algorithms are used to explore and study a series 
of network attack classification issues (Hühn and 
Hüllermeier, 2009; Faker and Dogdu, 2019; Gu et al., 
2019). Traditional ML algorithms, namely, K-nearest 

neighbor (K-NN), support vector machine (SVM), 
naive Bayesian (NB), and decision tree (DT), play a 
significant role in modeling for intrusion detection 
(Buczak and Guven, 2016; Nisioti et al., 2018; Mishra 
et al., 2019). The detection accuracy of the intrusion 
detection system (IDS) is increased, and the false 
alarm rate is lowered (Narudin et al., 2016; Al-Yaseen 
et al., 2017). The researchers apply these methods 
to a variety of cyberspace security problems, such as 
network intrusion detection, IoT attacks, smart grid 
attacks, and the “network-physical” attack of indus‐
trial control systems (ICSs).

Researchers apply the K-NN algorithm and two 
or more algorithms to design intrusion detection models, 
improving the detection rate, accuracy, and efficiency 
against new attacks (Aung and Min, 2018; Jain and 
Kaur, 2019). However, the classification performance 
of K-NN decreases significantly with the improvement 
of the characteristic dimension of cyberspace data. 
To settle this problem, Chen F et al. (2018) proposed a 
combined model including the tree seed algorithm and 
K-NN. The tree seed algorithm is used to generate the 
original data, and then K-NN is used to classify the ef‐
fective features. This model can effectively remove re‐
dundant features and help increase detection accuracy.

Aiming at security threat issues in the IoT, Al-
Omari et al. (2021) proposed an intelligent intrusion 
detection model with DT that overcame the short‐
comings of the previous DT model for identifying 
the impurity of the features with a Gini index method 
to rank the security characteristics. Compared with tra‐
ditional ML techniques (K-NN, SVM, logistic re‐
gression (LR), and NB), this model can effectively 
detect and predict network attacks and even reduce the  
computing time. To settle the question that the system 
integrity protection (SIP) scheme in a smart grid can be 
easily attacked, Wang PY and Govindarasu (2020) pro‐
posed a supervised learning model based on an SVM 
embedded layered decision tree (SVMLDT), which 
converts anomaly detection into a multi-class classifi‐
cation problem. Decentralized SIP has greater flexi‐
bility and resilience in the face of malicious attacks 
compared with traditional centralized protection.

Bayesian networks are helpful in inferring valu‐
able information from uncertain events. The tradi‐
tional Bayesian model can detect normal network at‐
tacks and conserve sensitive data, but cannot detect a 
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new attack threat (Olowononi et al., 2021). Sapavath 
et al. (2021) proposed an intrusion detection method 
based on AI algorithms for the dynamic detection of 
network attacks. In this model, three adaptive agent 
models with system immunity are designed to observe 
the private agent of user activity in cyberspace, detect 
the suspicious user of public agents, and locate a mali‐
cious user of mobile agents, separately. This AI al‐
gorithm is trained using the attack data in the cloud 
environment, and the transmission power is used as 
the threshold for classifying suspicious behaviors. 
The numerical simulation outcomes show that the 
Bayesian model is superior to the stochastic forest 
model and the DNN model in terms of accuracy, preci‐
sion, recall, and learning time. Specifically,the accuracy 
is 99.8% for the Bayesian network algorithm, 99.1% 
for DNN, and 89.2% for the random forest (RF).

Researchers improved the K-means algorithm to 
decrease the detection delay in IDS and improve the 
classification performance. To solve the problems of 
distributed denial of service (DDoS) detection, Gu et 
al. (2019) used a semi-supervised K-means algorithm 
using hybrid feature selection (SKM-HFS). This model 
is at a higher level with respect to the specification in 
detection display and sequential preference technology; 
it also has the smallest detection delay compared 
with the K-NN algorithm and NB algorithm. Gu et al. 
(2019) made a performance comparison of different 
feature selection methods using different datasets. 
The Caida “DDoS attack 2007” dataset, DARPA 
DDoS dataset, CICIDS “DDoS attack 2017” dataset, 
and a real-world dataset were applied to change the 
data test. The algorithms above perform only one-level 
classification for the original data, which is not ideal. 
Al-Yaseen et al. (2017) provided a multi-level intrusion 
detection model. The original training dataset was opti‐
mized to decrease the training time spent by improved 
K-means. SVM and a limit learning machine were 
used for multi-level classification, and the presenta‐
tion of classifiers was significantly improved. The 
accuracy was 95.75% on the KDD CUP99 dataset.

Combining the game theory with the ML algo‐
rithm to design an intrusion detection model and then 
describing the behavior of attackers and defenders are 
a hot topic. Game research on network attacks and 
protection is in the forefront. Burke (1999), Lye and 
Wing (2002), and Liu P and Zang (2003) have used 

incomplete information games, stochastic games, and 
other models to assess the objective, purpose, and rules 
of intrusion. In 2017, Liu XX established the attack and 
defense game method using a hybrid strategy game 
theory. It was assumed that the attacker and the de‐
fender can obtain all information. However, the real 
situation is that the attack and defense parties can 
obtain only part of the other party’s information using 
this model. In 2020, based on the previous model, the 
team built a hybrid attack defense game model based 
on the Bayesian theory with incomplete data to build a 
model of threat propagation between two nodes (Liu 
XX et al., 2021). The attacker and the defender also 
acquired parts of the data of each other and attempted 
to infer the behavior of the other party. By process‐
ing the refined Bayesian Nash equilibrium, a quan‐
titative analysis method for the “network-physical” 
attack of the ICS was obtained. Time overhead was 
used to evaluate the model performance. The calcula‐
tion results in ICSs showed that when the total number 
of nodes was smaller than 50, the time cost did not 
exceed 0.1 s. Even if the number of nodes increased 
to 120, the time was still less than 0.5 s. When the 
number of nodes increased from 10 to 200, the time 
increased slowly. The results showed that the model 
can achieve higher efficiency with fewer nodes.

To make reasonable use of unmarked security 
data (such as system logs), avoid the shortcomings 
in existing tag training data, and enhance the detec‐
tion ability, Nishiyama et al. (2020) proposed a new 
semi-supervised learning algorithm involving large-
scale unlabeled logs (SILU). SILU can be used alone 
or added to any kind of classifier of supervised learn‐
ing methods (such as LR, SVM, and RF), and is a 
supplement to the existing supervised learning methods. 
It has lower overhead and better outcomes than tradi‐
tional supervised learning. It can not only improve de‐
tection ability but also suppress the error marks of 
data.

3.1.2  Modeling methods based on deep learning

In recent years, DL models such as neural networks 
have become effective solutions for classification tasks 
because of their ability to generalize more complex 
task features. Researchers have made much anomaly 
analysis for intrusion detection with ML and DL models. 
They provided a large amount of data to compare 
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the classification performances of different algorithms. 
The performance of intrusion detection has thus been 
greatly improved. Some scholars used a CNN algo‐
rithm to design an intrusion detection model for supply 
chain network attacks in power systems, IoT, com‐
puter networks, unmanned aerial vehicles (UAVs), and 
web applications, and further improved the detection 
accuracy.

Aiming at supply chain network attacks in power 
systems, Khaw et al. (2021) proposed a transmission 
line relay protection IDS with a one-dimensional (1D) 
CNN based AE, and the accuracy reached 100%. In 
view of the network attacks of IoT, Ullah et al. (2019) 
designed a TensorFlow deep convolution neural net‐
work (DCNN) model for malware data analysis. The 
marked and weighted features were used to filter the 
noisy data, leading to higher identification performance 
in large-scale malware detection and less time cost. 
Ullah et al. (2019) made a comparison of the DCNN 
models based on different image pixels. The results 
showed that the higher the image resolution, the higher 
the accuracy and precision. In addition, they compared 
the performances of the DCNN model and hybrid 
ML algorithms. The accuracy of DCNN was 97.46%, 
and the F score of DCNN was 97.44%, which were 
much higher than those of hybrid ML algorithms, such 
as CLGM+SVM, LBP+SVM, and GIST+SVM. Unfor‐
tunately, DCNN took a little longer time.

Following the DCNN method, Khoa et al. (2020) 
applied a new model deployed on the IoT gateway based 
on collaborative learning. In the new intelligent “filter” 
based on DNN, every filter uses the data included in 
cyberspace to teach the DNN algorithm to keep net‐
work attacks away in real time. The most significant 
characteristic of this model is that the filter shares the 
trained detection model with others, rather than exchang‐
ing the actual data. It can maintain the data privacy 
of multiple subnets and greatly enhance the detection 
accuracy and learning speed while reducing network 
traffic. Another DL model was proposed by Roopak 
et al. (2019), using different datasets to analyze and 
compare multiple algorithms. It was concluded that 
all DL models tested were better than ML models in 
network attack detection, such as SVM, Bayesian, 
and RF, except multilayer perceptron (MLP) (Roopak 
et al., 2019). In addition, Khoa et al. (2020) made a 
performance comparison of K-means models over three 

traditional datasets (KDD, NSL-KDD, and UNSW-
NB15), showing that the classification accuracy was 
increased by 14.76% and that the communication over‐
head was reduced by 98.5% compared with K-means 
in the KDD dataset.

Parameter tuning based on DL technology in dif‐
ferent environments is time consuming. To mitigate 
this problem further, Chen Y et al. (2022) proposed a 
multi-objective evolutionary CNN (MECNN) method 
in fog computing, providing low delay and high ac‐
curacy for IoT. Compared with ML and some hybrid 
DL models, it was shown that the MECNN model 
had good robustness while improving the detection 
performance. However, this model had some problems, 
and the accuracy will decline slightly due to the imbal‐
ance of training data. Balamurugan et al. (2022) de‐
signed a IDSGT-DNN framework in cloud comput‐
ing. Compared with some hybrid algorithms and opti‐
mization algorithms, the results showed its better 
performance in accuracy, detection rate, precision, 
F score, AUC, and FPR on the CICIDS2017 dataset. 
The accuracy was 98.65%, and the F score was 99%.

The application of computer networks focuses 
mainly on the detection, modeling, and calculation of 
network attack behavior and safety issues (Kim et al., 
2019; Roopak et al., 2019; Yeom and Kim, 2019). Ho 
et al. (2021) proposed a model that separates all packet 
traffic from benign or malicious classes in CNNs, 
giving an innovative dataset preprocessing method  
to improve the multi-class classification performance 
of IDSs based on CNNs. The model consists of two 
convolution layers and two fully connected layers. The 
input of the model is a batch of matrices composed of 
77 features. In the model, all super parameters are 
selected from a subset of manually specified values, 
and an iterative evaluation model is used to search for 
the best combination of parameter values. Ho et al. 
(2021) improved the multi-class classification perfor‐
mance and achieved an accuracy of 99.78% on the 
CICIDS2017 dataset, higher than those of nine other 
well-known classifier models.

Hossain et al. (2020) established an intrusion 
detection model based on long short-term memory 
(LSTM) for secure shell (SSH) and file transfer protocol 
(FTP) brute force attacks (BFAs), to solve dictionary-
based BFA detection in network traffic detection. They 
made a comparison of the LSTM model and other 
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ML algorithms, such as J48, NB, K-NN, DT, and MLP. 
Although the classification accuracy of their model was 
as high as 99.88%, they conducted only characteristic 
studies and extractions for SSH and FTP attacks.

In the study of extracting elements of cyber threats 
from unstructured network text, Ma et al. (2021) pro‐
posed a novel cybersecurity entity identification model 
based on bidirectional long short-term memory with 
conditional random fields (Bi-LSTM with CRF) to 
extract security-related concepts and entities from un‐
structured text, named XBiLSTM-CRF. The method 
contains a Bi-LSTM layer, a word embedding layer, 
and a CRF layer, and concatenates X input with Bi-
LSTM output. The Bi-LSTM model with CRF connects 
word embedding with Bi-LSTM, which greatly im‐
proves the detection ability without increasing the com‐
plexity when compared with the traditional Bi-LSTM 
model. XBiLSTM-CRF can identify six categories, in‐
cluding software, network, attack, file name, hardware, 
and modifiers. By extracting the network threat and 
constructing a network threat knowledge map, which 
helps cyberspace security technicians understand the 
nature of cyberspace security threats, the accuracy was 
up to 90%.

In the application of the algorithm combined with 
DL, researchers combined the traditional supervised 
learning algorithm and DNN, which enhances the 
ability of intrusion detection. To resolve the problem 
that the available intrusion systems cannot accurately 
detect the threat of unknown sources, anomaly analy‐
sis models were designed and implemented combin‐
ing the K-NN algorithm with the DNN algorithm for 
system intrusion classification based on the CICIDS2017 
dataset (Atefi et al., 2019). The results indicated that 
this model performs better in anomaly detection and 
classification. Issa and Albayrak (2021) established 
a new DL classification method based on CNN and 
LSTM, named CLSTMNET, for persistent network 
attacks. The detection accuracy was 99.28% in the 
NSL-KDD dataset, higher than those of the traditional 
methods, such as SVM, MLP, DT, RF, NB tree, NB, 
and J48.

To further detecte various network threats to indus‐
trial “network-physical” systems, Li BB et al. (2021) 
designed a new DL method with a CNN and gated re‐
cursive unit (GRU), which was followed by an MLP 
module, and then a softmax layer. The CNN module 

consisted mainly of three convolution blocks. The re‐
sults of numerical analysis showed that this model is 
superior in its main parameters. When the communi‐
cation number R increased from 1 to 10, this model’s 
ability was greatly improved, and the gradient was sta‐
ble when R was large enough. The model was effec‐
tive in detecting different network threats in industrial 
“network-physics,” including denial-of-service (DoS), 
reconnaissance, response injection, and command in‐
jection attacks.

The combination of DL and RL is widely used 
to settle the question of high-dimensional decision-
making, and research on this kind of combination algo‐
rithm is still in the primary stage. Among such algo‐
rithms, deep Q-network (DQN) has been a major sub‐
ject of investigation in recent years. To improve the 
reliability of IDS for UAVs, DQN has been used to 
build a multi-class classifier for training, and the cus‐
tom reward function has been used to consider unbal‐
anced datasets. A method of regular offline learning 
was proposed to ensure that the UAV can indepen‐
dently learn to adapt to the evolution of intrusion at‐
tacks (Bouhamed et al., 2021), so that the UAV can 
detect suspicious activities independently and take nec‐
essary actions to ensure safety.

To ensure the safety of unprotected web appli‐
cations, Tekerek (2021) proposed an anomaly-based 
web attack detection model based on the DL method. 
This model is composed of data preprocessing and CNN 
steps, which can effectively settle the issue that the 
extracted features cannot be classified in traditional 
ML anomaly detection research. After certain training 
on CSIC2010v2 HTTP datasets, their method achieved 
better results than NB (Nguyen et al., 2011), SVM, and 
CNN (Zhang M et al., 2017)—while maintaining a 
lower FPR, the accuracy reached 97.07%.

In recent years, the problem of data imbalance 
has attracted research. Aiming at the imbalance prob‐
lem of attack types in datasets, AE has been used for 
feature engineering and learning. Kunang et al. (2019) 
built an AE model for feature extraction, which had 
an overall accuracy reaching 86.96% and a precision 
of 88.65% on the NSL-KDD dataset. Kherlenchimeg 
and Nakaya (2018) proposed a sparse AE and RNN 
with accuracy reaching 80% on the NSL-KDD dataset. 
Mushtaq et al. (2022) proposed a hybrid framework 
AE-LSTM, which obtained features using AE and 
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LSTMs for classification. The results showed higher 
accuracy and smaller prediction error on the NSL-KDD 
dataset when compared with other ML or DL tech‐
niques. On this basis, Shaikh and Shashikala (2019) 
proposed a stacked AE with an LSTM network for only 
DoS attacks, in which the overall accuracy reached 
94.3% and FPR reached 5.7% on the NSL-KDD 
dataset. Similarly, Qazi et al. (2022) proposed a stacked 
non-symmetric deep autoencoder (S-NDAE) model, 
which achieved an accuracy of 99.65% and a preci‐
sion of 99.99% on the KDD CUP99 dataset. Hindy 
et al. (2020) proposed an AE method for zero-day at‐
tacks. The accuracy reached 90.01%, 98.43%, 98.47%, 
and 99.67% for DoS (GoldenEye), DoS (Hulk), 
port scanning, and DDoS attacks on CICIDS2017, 
respectively.

To further settle the problem of accuracy reduction 
caused by dataset imbalance, researchers began to 
apply GAN technology to dataset feature enhancement. 
Gupta et al. (2022) applied a CSE-IDS model based 
on cost-sensitive DL and ensemble algorithms, which 
was evaluated on three well-known datasets with accu‐
racy, recall, precision, F score, receiver operating charac‐
teristic (ROC) curve, AUC value, and computational 
time. Ding et al. (2022) proposed a tabular auxiliary 
classifier GAN (TACGAN) model; they added two 
loss functions in the generator to compute the infor‐
mation loss. The accuracy of TACGAN was 95.86% for 
the CICIDS2017 dataset, 92.39% for the UNSW-NB15 
dataset, and 93.53% for the KDD CUP99 dataset. The 
method achieved excellent results compared with nine 
other algorithms. Huo et al. (2022) proposed a model 
of combining learning with DL, light gradient boost‐
ing machine (LGBM), which improved the accuracy 
to 78.64%.

Aiming at the analysis of ML and DL algorithms, 
researchers have conducted many experiments and 
comparisons on several well-known public datasets. 
Atefi et al. (2019) and Yeom and Kim (2019) tested 
the performance of NB, SVM, and CNN based classi‐
fier on the CICIDS2017 dataset. After comprehensive 
evaluation, Atefi et al. (2019) and Yeom and Kim (2019) 
concluded that CNN and SVM generally have high 
detection rates. In addition, CNN was better than SVM 
with respect to the processing time. However, Atefi 
et al. (2019) and Yeom and Kim (2019) observed that 
CNN had medium performance on datasets with many 

labels. Atefi et al. (2019) verified through experiments 
that the DL algorithm performed better than the ML 
algorithm and that the performance of DNN was obvi‐
ously better than that of K-NN, with higher accuracy 
and lower CPU time. Andresini et al. (2020) estab‐
lished an intrusion detection model named MINDFUL. 
This model combines the unsupervised phase of multi-
channel feature learning with a supervised phase using 
cross-channel feature dependency. Through flexible 
and effective learning, the difference between normal 
flow and attack flow can be better reduced. Using 
three benchmark datasets to test the difference perfor‐
mance of multiple algorithms, including MINDFUL, 
nearest neighbor (NN), artificial neural network (ANN), 
CNN, and advanced CNN (ACNN), it was shown that 
MINDFUL usually had high accuracy and F score on 
three traditional datasets. The accuracy reached 97.9% 
on the CICIDS2017 dataset.

3.1.3  Modeling methods based on optimization 
algorithms

Because different feature selection methods will 
affect the network attack detection accuracy, the SI op‐
timization algorithm began to be widely used to enhance 
the performance of feature selection. Seth and Chandra 
(2018) established a K-NN and a modified grey wolf op‐
timization (MGWO) method for cloud, and the method 
is effective for feature selection; the accuracy reached 
99.87% on Solaris datasets and 98.94% on Windows 
datasets.

Moizuddin and Jose (2022) recommended a 
generalized mean GWO (GMGWO) method, which 
can obtain an average accuracy of 99.07% with a lower 
training time on two publicly available datasets (NSL-
KDD and BoT-IoT). Chohra et al. (2022) combined 
a Chameleon model based on an SI optimization algo‐
rithm with ensemble learning techniques. The ensem‐
ble learning classifiers were used as fitness and evalu‐
ation functions for each individual in the population, 
and the anomaly detection AE was used to obtain excel‐
lent models by an iterative update. The simulation re‐
sults showed that the best F score reached 97.302% on 
the IoT-Zeek dataset.

The optimization algorithm can be combined with 
the DL algorithm to optimize the parameters to improve 
the network attack detection accuracy of the model. 
Kan et al. (2021) used a new adaptive particle swarm 
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optimization CNN (APSO-CNN) method to accurately 
detect diverse types of IoT network attacks. In PSO, 
small fitness values were searched by updating the 
speed and position of the particle swarm. The possi‐
bility of PSO falling into a local optimum was reduced 
by adaptively changing the inertia weight through the 
fitness value. Kan et al. (2021) compared the APSO-
CNN algorithm with three commonly used algorithms 
(SVM, R-CNN, and FNN). The accuracy was 96%, 
much higher than those of the other methods. This 
model is reliable and has been successfully used for 
many types of intrusion detection tasks.

3.2  Modeling of AI algorithms for security situation 
assessment

An assessment of the security situation is per‐
formed to describe the security of the network opera‐
tion. At present, with the existing research modes and 
algorithm frameworks in the field of network security 
assessment, there is no outstanding optimal solution. 
The network security situation assessment consists of 
several stages: situation acquisition, situation analy‐
sis, and situation assessment. Among them, situation 
acquisition and situation analysis refer mainly to 
obtaining the classification results of network attack 
threats and identifying the threats with AI algorithms, 
which is similar to network intrusion detection.

Researchers typically combine AI algorithms with 
different stages of situation assessment to improve 
model performance. Through a series of mathematical 
models and algorithms to extract information from 
massive network security data, the model can obtain 
the macro network security situation correctly, so 
that network managers can make decisions and take 
protective measures in advance and provide a basis 
for the next situation prediction. Different from in‐
trusion detection, only when network attack data de‐
tection and classification are completed, can network 
security situation assessment be carried out.

In general, the results of the network situation 
assessment model are directly related to the attack prob‐
ability, attack type, sample number, influence value of 
each attack type, and number of occurrences of each 
attack obtained from situation classification analysis. 
The attack probability and the impact of various at‐
tacks will be calculated according to the test classifi‐
cation results. The network security situation value 

will also be calculated and evaluated. A common vul‐
nerability scoring system (CVSS) is usually given. In 
this way, the current network security status and level 
are judged, and the management personnel can fully 
grasp the current network security situation and take 
timely measures.

Researchers believe that it is necessary to build 
a reasonable and objective situation indicator system 
according to certain principles. This is of great signifi‐
cance for the assessment to reflect whether the re‐
sults of network security situation assessment are sci‐
entific and reasonable. Some researchers established 
the index system from the perspectives of vulnerability, 
threat, disaster tolerance, and stability, which can fully 
reflect the security risks and operating state of the 
network system (Zhang R et al., 2022).

3.2.1  Modeling methods based on machine learning

The ML algorithms, such as Bayesian algorithms, 
are widely used for cyberspace security risk assess‐
ment, network vulnerability assessment, and network 
reliability assessment. Meanwhile, the hybrid methods, 
such as ML algorithms combined with SI optimization 
algorithms, are the main research directions in cyber‐
space security defense prediction and assessment.

To calculate the probability of the cyberspace 
security risk, researchers proposed a risk evaluation 
model combining an SI optimization algorithm with 
ML algorithms. Li DT et al. (2021) established a new 
model based on the fruit fly optimization algorithm and 
SVM (FOA-SVM). The model can evaluate the various 
factors affecting cyberspace security quantitatively. The 
calculation formula is S=iT+jV+kR, where T is the 

threat index, V is the vulnerability index, R is the asset 
state index, and S is the cyberspace security situation 
index, i, j, and k are the cyberspace security impact 
factors corresponding to each index, and their values 
are determined according to expert scoring method. 
The accuracy of the FOA-SVM model was 81.2%, the 
AUC value was 83%, and the F score was 83%. Kumar 
VS and Narasimhan (2021) established the economic 
risk evaluation model for virtual power plants by using 
the NB algorithm and CRQ-J48 algorithm. The secu‐
rity risk equation is R=f(T, V, C), where T, V, and C 
represent the threat, vulnerability, and cost, respectively. 
The prediction accuracy of the NB algorithm and 
CRQ-J48 model was 82% in the simulation data.
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For comprehensive vulnerability evaluation of 
cyberspace security, it is a common pratice to com‐
bine the Bayesian algorithm with other algorithms to 
evaluate the system security. By establishing a rea‐
sonable evaluation index frame and evaluation algo‐
rithm, the cyberspace security state can be quantita‐
tively represented, which can provide technical guid‐
ance for network system designers. Chen SS et al. 
(2008) proposed a vulnerability state assessment method 
with a Bayesian network. By analyzing the relation‐
ship between the Bayesian network and the fragile state 
structure, four multi-angle evaluation indexes, namely 
network reliability, vulnerability point criticality, mini‐
mum order minimum path set, and minimum cut set 
of the vulnerability state map, are established. The 
network attack is simulated and analyzed by using the 
sensor protocol for information via negotiation (SPIN) 
model verification tool, which verifies that this algo‐
rithm and this evaluation index set can reflect the 
cyberspace security state correctly. Mehta et al. (2006) 
calculated the possibility of arrival of various security 
states in the attack graph using a Bayesian network, 
and calculated the threat degree of the corresponding 
attack scene using these possibilities.

A reliability evaluation method based on state-space 
classification (SSC) and sequential Monte Carlo sim‐
ulation (MCS) was proposed to evaluate the reliability 
of distribution network systems (Li GF et al., 2020). 
This method was applied as a supervised learning 
algorithm to conduct the classification calculation, 
and the empirical model of reliability evaluation was 
established by replacing the traditional emergency 
analysis method based on continuity. The model can 
avoid the workload of topology analysis. The results 
showed that the framework ensured the evaluation 
accuracy. Pu (2020) proposed a complex attack assess‐
ment method based on a dynamic Bayesian network. 
It can comprehensively evaluate the attack capability 
of network nodes. This method combines the node 
information and observation data of multiple nodes 
related to the attack and obtains high attack accuracy 
and efficiency.

Luan and Tan (2021) proposed the EWM-IFAHP 
model, and the DT algorithm was used to extract 
elements. The authors built the fuzzy evaluation ma‐
trix, including the vulnerability and seriousness of 
attacks, the support degree, and the asset value. The 

EWM-IFAHP model had better recall rate and an ac‐
curacy of 90%. It can even have a higher general‐
ization ability when compared with other methods 
on the KDD CUP99 dataset.

3.2.2  Modeling methods based on deep learning

DL algorithms with neural network algorithms 
as the core are widely used in the cyberspace security 
field to handle high-dimensional and massive threat 
data owing to their self-learning, adaptive, and nonlinear 
processing characteristics.

Yang HY and Zeng (2021) proposed a network 
security situation assessment model named deep au‐
toencoder (DAE) CNN with the under-over sampling 
weighted (UOSW) algorithm (DAENDD(UOSW)) 
based on DL. To resolve the problem of extreme imbal‐
ance of classification results for different datasets, the 
UOSW algorithm was proposed to deal with datasets, 
and DAE was used to classify network attacks. After 
the classification of network attacks, the network secu‐
rity situation was quantitatively evaluated. In particular, 
DAENDD(UOSW) improved the recall rate and accu‐
racy with a small number of data samples for training.

The uncertainty and nonlinearity of situation data 
pose a great challenge to the accuracy of the situa‐
tion prediction model. Research in recent years has 
tried to solve this problem using optimization algo‐
rithms. To improve the performance of a situation pre‐
diction model, Hu CH et al. (2021) proposed a model 
combining the sparrow search algorithm (SSA) and 
the simplicial algorithm (SA) named SA-SSA, which 
had better performance than traditional situation pre‐
diction models; it improved the accuracy of the neu‐
ral network model and minimized the training loss. 
The results showed that the method can accomplish 
the task of situation prediction with better capability 
on KDD CUP99.

The serious imbalance of situation data brings 
great challenges to the accuracy of situation predic‐
tion models. At present, researchers are beginning to 
solve this problem using optimization algorithms. Zhang 
R et al. (2021) proposed an SSA with back propaga‐
tion (SSA-BP) model. The simulation results showed 
that the model can achieve higher accuracy on the 
KDD CUP99 dataset and less training loss than the 
traditional model. To improve further the accuracy and 
convergence speed of the model, an SAA-SSA-BPNN 
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model was proposed (Zhang R et al., 2022). This model 
converges fast and does not easily fall into local optima. 
This model can evaluate the threat degree of the net‐
work system. The comparison test showed that this 
evaluation model has higher accuracy and higher con‐
vergence speed than other improved BP models. To 
better master the dynamic changes of network security, 
Zhang ZQ (2021) proposed a combination of genetic 
simulated annealing and BP (GSA-BP) to enhance the 
BP neural network. The square error was 0.0146, and 
the model can prevent the BP neural network from 
falling into local minima.

Facing massive network attack data, traditional 
methods cannot meet the needs of huge data process‐
ing. The DL algorithm shows its advantages. Yang HY 
et al. (2021) proposed an NSSA model based on adver‐
sarial DL, combining DAE and DNN. The DAE net‐
work is used to extract features and classify network 
attacks. Experimental redults showed that the model 
can identify network attacks accurately and evaluate 
the network status on the NSL-KDD dataset more com‐
prehensively and flexibly. Yang XJ and Jia (2021) used 
the improved PSO algorithm to establish a new net‐
work structure and select the optimal network param‐
eters for the LSTM neural network to reduce human 
subjectivity. Diao (2021) proposed an improved NAWL-
LSTM method. The improved LSTM neural network 
was used to analyze and process network security situa‐
tion data, making effective use of the attack logic 
contained in sequence data. This prediction model 
can reduce the complexity of implementation and im‐
prove the stability. Su (2021) proposed a hybrid opti‐
mization deep reinforcement learning (DRL) method. 
A differential time-series prediction structure was 
created, and a normalized DRL prediction model was 
built. The experimental results showed that, compared 
with the time-domain analysis test group, DRL had a 
small prediction error, good prediction effect, and huge 
application potential.

In view of the existing network security situa‐
tion assessment methods, there are some problems 
such as difficulty in extracting feature elements, low 
accuracy, and poor timeliness. Wang JH et al. (2021) 
established a new model with a GA probabilistic neural 
network (GA-PNN). The correction factor of PNN was 
optimized by GA-PNN to prevent the convergence 
speed from being too low, and then PNN training 

was carried out to obtain a stable model. In contrast 
to the traditional model, GA-PNN had a higher training 
speed and higher evaluation accuracy, with an average 
accuracy of more than 90% and a maximum accuracy 
of 98.46% on the KDD CUP99 dataset. Yang HY et al. 
(2022b) proposed a PFEN-ABiGRU method based 
on parallel feature extraction and improved BiGRU. 
The improved model was used to detect network 
threats, and the network security situation value was 
calculated. Zhang R et al. (2022) developed another 
deep weighted feature learning (PSAE-ATBiGRU) 
method to detect network threats. The model has three 
parts: data preprocessing, PSAE-ATBiGRU network 
threat detection, and network security situation as‐
sessment. Results showed that the proposed method 
achieved the highest accuracy of 82.13% on the test 
set, and that the recall rate and F score reached 83.36% 
and 82.74% respectively on the NSL-KDD dataset. 
It can efficiently and comprehensively evaluate the 
overall situation of network security compared with 
classical situation assessment methods such as SVM, 
LSTM, BiGRU, and AEDNN. Ye and Tan (2019) and 
Yang HY et al. (2021) used the DL algorithm for 
evaluation and obtained higher accuracy. However, 
the implementation efficiency of the algorithm was 
sacrificed, leading to a longer evaluation time. Wei 
MH (2021) proposed GRU-RNN by combining a par‐
ticular cyclic neural network with a threshold regres‐
sion element. It can describe the information security 
characteristics of time-series data much better than 
traditional models. This model synchronously abstracts 
the internal and external security situation features 
from the network’s time-series data as security pre‐
diction features, inputs them into RNN for training, 
and trains RNN through a time-series error BP algo‐
rithm. Through iterative optimization, although requir‐
ing more training time, it can obtain higher evalua‐
tion accuracy and robustness for a complex network 
structure of nonstationary data.

3.3  AI algorithm modeling for defense strategy 
optimization

Although the optimization algorithm is not the 
main algorithm for intrusion detection or risk evalua‐
tion, it is always used to optimize some parameters 
and extract data features. The application of optimi‐
zation algorithms in cyberspace security focuses mostly 
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on cyberspace security defense strategy optimization, 
including security defense decision-making optimiza‐
tion and security risk strategy allocation optimization.

One approach is to solve the network defense 
strategy optimization problem as a multi-objective 
optimization problem. Some researchers think that 
the ultimate goal of cyberspace security defense strat‐
egy optimization is to guarantee the confidentiality 
and integrity of the network system. Cyberspace 
security defense strategy optimization is a the multi-
objective optimization problem. Hu BW et al. (2021) 
proposed a decentralized consensus decision-making 
(DCDM) method for cyberspace security protection 
in multimicrogrid (MMG) systems. It combines a fuzzy 
static Bayesian game model (FSB-GM) to acquire the 
optimal strategy with a hybrid consensus algorithm 
to obtain consensus. It ensures consistency and non-
repeatability. Aiming at the cyberspace security de‐
fense strategy optimization problem of the IoT, Ham‐
rioui and Bokhari (2021) proposed a model using the 
combinatorial optimization method and combining it 
with the actual situation of the backpack. This model 
is based on the optimization of two objective func‐
tions: one is to maximize the cyberspace security risk 
detection capability to resist all kinds of network attacks, 
and the other is to minimize the cost of construction 
and deployment. The results showed that this model 
can not only minimize the cost and budget, maximize 
the security level, and settle the cardinality constraint 
problem at the same time, but also trade-off among 
security, cost, some necessary security assets, and the 
budget. When compared with non-dominated sorting 
genetic algorithm-II (NSGA-II), the experimental re‐
sults showed that this method produced higher security 
levels and lower costs in a reasonable time frame.

Researchers optimize the security strategy alloca‐
tion by combining different optimization algorithms. 
In particular, there is a tendency to enhance the effec‐
tiveness of combinatorial optimization algorithms. 
Another popular solution, however, is to use game 
theory and incorporate cognitive models of human 
attackers to formulate the defense strategy by dy‐
namic evolution of the network. Dealing with the un‐
certainty of network attack behaviors and the optimal 
allocation of cyberspace security resources, Hyder 
and Govindarasu (2020) proposed a game theory 
optimization framework in power grid deployment. 

By modeling various attacker configuration files and 
various practical characteristics of defenders, the opti‐
mal strategy of smart grid cyberspace security infra‐
structure investment was obtained. Game theory has 
been applied by some researchers to the generation 
of network defense strategies, and good results have 
been obtained. Bhuiyan et al. (2021) established a 
risk aversion “defender-attacker” stochastic Stackel‐
berg game model with an attack graph and proposed 
an accurate algorithm, solving stochastic programming 
with three different acceleration algorithms PBA_NL, 
PBA_All_ACC, and PBA_TrSsNl. Numerical simu‐
lations showed that the average calculation time was 
reduced by 71%. Compared with deterministic and 
risk-neutral models, it can provide better network in‐
terception decisions.

Attack graph is a model-based network security 
vulnerability assessment technology (Touhiduzzaman 
et al., 2019). Using this technology, defenders can 
analyze the interdependence between host vulnerabil‐
ities, and thus obtain all possible attack paths of in‐
truders and present them in the form of a tree graph. 
Stevens-Navarro et al. (2008) introduced game theory 
graph coloring to decide the premier allocation model 
with security path diversity. This model introduces a 
game theory strategy based on a graph coloring game, 
putting forward the best diversity by expanding the 
security index and increasing the attack acting on grid 
network assets. A limited number of software pack‐
age security intensities (action: color) are assigned to 
make many security paths (player: node) so that the 
security of network assets (income: security index) 
of the whole power grid is increased. The introduc‐
tion of the game theory strategy increases the hetero‐
geneity of the safety mechanism, provides better 
security indicator allocation capability, reduces the 
attack propagation of the whole power network, and 
ensures the highest level of cyberspace security.

Defense strategy optimization in cyberspace se‐
curity has increasingly relied upon stochastic game 
processes that combine game theory with a Markov 
decision process (MDP). On the basis of the game 
theory, some researchers have added DRL algorithms 
to the decision-making process and thus can use online 
learning and make adaptive adjustments to increase the 
learning rate as the defender collects additional his‐
torical data. Stochastic game process, which combines 
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game theory with MDP, is more and more widely used 
in defense strategy optimization. Researchers add a DRL 
algorithm to the decision-making process to provide 
the best decision support for network managers.

Liu XH et al. (2021) constructed a stochastic game 
model, which used RL to solve the game equilibrium 
in stochastic dynamic network systems by introducing 
a deep recurrent Q-learning (DRQN) algorithm and de‐
fense decision-making algorithm with online learning 
capability. Compared with the most advanced equilib‐
rium solution method, the proposed DRQN algorithm 
can achieve the optimal defense strategy faster. In 
addition, some people believe that due to the current 
diversity of cyberspace threats, it is necessary to further 
understand the attackers’ attack decisions. This kind of 
defense decision-making algorithm usually specifies 
the following assumption: attackers are rational deci‐
sion makers, and they will take the best action every 
time they attack. To verify the rationality and effective‐
ness of the defense decision-making strategy proposed 
based on this assumption, Aggarwal et al. (2022) pro‐
posed a cognitive model based on instance-based learn‐
ing theory to represent and predict the decision de‐
ployment of attackers in this task. The experimental 
results showed that the model can accurately capture 
the data of the attacker and make correct decisions.

4  Comparison and discussion

In the process of investigation and analysis, a 
total of 152 academic papers were collected, from 
which 85 papers were selected for analysis and com‐
parison. Each paper is based on AI algorithms for 
solving specific problems in the field of network se‐
curity. The collection and collation of paper materials 
involving network security and AI algorithm related 
fields come mainly from different kinds of journals and 
conferences, such as Elsevier, Springer, and IEEE 
journals, and international academic conferences. Most 
of them are indexed by Web of Science, and the au‐
thors are influential scholars in the fields of AI and 
cyberspace security around the world. Among them, 
19.70% are from Elsevier journals, 6.58% are from 
Springer journals, 26.40% are from IEEE journals, 
and 25% are from conferences. Fig. 1 depicts the per‐
centage of papers selected from different sources.

To summarize the effectiveness and advancement 
of leading technologies and their further develop‐
ment, we assessed the coverage of three aspects in‐
cluding intrusion detection, security situation assess‐
ment, and defense strategy optimization in specific is‐
sues of the literature mainly from 2017 to 2022.

Fig. 2 shows the relationship between the pro‐
portion of the number of papers and the country that 
the first affiliation belongs to from 2017 to 2022. This 
statistic further illustrates how much attention differ‐
ent countries have paid to security issues in cyberspace 
over a period of time. Aggregated data are from 17 
countries: China, USA, Canada, India, Malaysia, Japan, 
Turkey, UK, Pakistan, Jordan, Vietnam, Italy, Nigeria, 
Saudi Arabia, Botswana, the Netherlands, and France. 
It can be seen that China pays the highest attention to 
cyberspace security. China’s papers account for 47.62%, 
USA 14.29%, and Canada 8.58%.

As can be seen in Fig. 3, there are six countries 
that pay high attention to security issues in the three 
types of cyberspace, namely China, USA, Canada, 
Malaysia, Japan, and India. Among them, China’s 

Fig. 2  Analysis of research situation in different countries

Fig. 1  The percentage of papers chosen from different 
sources
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attention level is the highest, especially on the issue 
of security situation assessment, and the attention level 
reaches 90%. In contrast, USA pays more attention 
to defense strategy optimization.

4.1  Performance analysis of AI algorithms in 
cyberspace security

4.1.1  Performance analysis of AI algorithms in net‐
work attack detection

The performance of the network attack detection 
method depends mainly on the dataset and several 
evaluation indexes. The accuracy, precision, recall, F 
score, and other indices are included in the evaluation 
index set. With the analysis of the data in Table 1, it 
can be concluded that the application of AI algorithms 
has many benefits to cyberspace security. Specifically, 
traditional ML and DL algorithms are widely used in 
intrusion detection.

The differences between ML algorithms and DL 
algorithms and between different datasets lead to differ‐
ent evaluation results. According to these results, the 
differences have mainly two reasons. We have ana‐
lyzed these, and the conclusions can provide inspira‐
tion for researchers.

The first reason is the data processing types of 
the algorithm. The main processes of the traditional 
ML algorithm are dataset preparation, data prepro‐
cessing, data segmentation, definition of the neural 
network model, and network training. As described 
above, it takes much time to collect the data, screen 
the data, try different feature extraction algorithms, and 
combine different features to classify and regress the 
data. Further, researchers are committed to designing 

novel algorithms and methods for feature selec‐
tion. Simulated annealing and GAs are classic feature 
selection algorithms. In addition, there are many methods 
based on evolutionary algorithms and random methods 
(for example, Monte Carlo). However, compared with 
the traditional ML algorithms, DL reduces the effort 
of designing feature extractors for each problem. Train‐
ing often takes a long time, while testing takes a rela‐
tively short time. Therefore, DL relies more on high-
performance machines with GPU (Xiao et al., 2021). 
With cyberspace attack behavior becoming more and 
more diversified, the explosion of traffic data inevitably 
leads to serious imbalance between normal data and 
data in the network attack. Traditional ML algorithms 
are over-reliant to artificial feature extraction methods 
in terms of performance, and are not suitable for 
mining the inherent laws of the dataset. In particu‐
lar, traditional ML algorithms fail to consider the 
characteristics of time and space of network traffic 
and do not analyze the correlation of data in differ‐
ent dimensions, which makes them difficult to pre‐
dict potential threats. In contrast, DL algorithms 
do not need to mention data features but carry out 
high-dimensional abstract learning of data automati‐
cally through neural networks, which reduces the syn‐
thesis of feature engineering and saves time. In fact, 
DL algorithms are suitable for dealing with big data. 
When the amount of data is relatively small, it may be 
more appropriate to use traditional ML methods. It 
can also be found that the network intrusion detection 
model based on the DL algorithm has a lot of barriers. 
The parameter adjustment processes, such as defin‐
ing the neural network model structure, confirming 
the loss function, and determining the optimizer, are 
more burdensome and complex. DL models are inher‐
ently black boxes, so it is hard to ensure the main 
routes to improve the performance of the models. 
In addition, models based on DL are focused on a 
specific threat, which may greatly reduce their pre‐
diction accuracy, or even lead to missing attacks. So, 
some comprehensive solutions generalize or inte‐
grate different DL methods to deal with the large 
scope of the types of attack. Yet, there is a clear trend 
that as datasets become more complete, neural network 
algorithm models based on DL for network intrusion 
detection will achieve higher accuracy and efficiency 
(Bdrany and Sadkhan, 2020; Shende and Thorat, 2020).

Fig. 3  Analysis of research directions in different countries
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The second reason is the complexity of the algo‐
rithm design. The diversity of network attacks leads 
to the complexity of cyberspace. The types of attacks 
are different, and the algorithm design is also differ‐
ent. Therefore, it is necessary to use a variety of algo‐
rithms to design the algorithm model. As mentioned 
above, the researchers chose evolutionary algorithms 
and random methods to improve the prediction perfor‐
mance. For improving the performance on the evalua‐
tion index, different algorithms will show different 
advantages. It is difficult to improve the evaluation 
index in four dimensions at the same time. Therefore, 

the researcher needs to design different algorithms 
to improve the performance on the different indexes. 
Finally, the attacker ’ s ability is a key element when 
designing some ML and DL methods. In particular, 
the sensitivity to data poisoning attack will be a 
valuable indicator for assessing the new algorithm. 
This is a new research field for study of the weak‐
ness and sensitivity of the ML model. The design‐
ers should consider how the intruder uses DL to 
bypass the DL based detection system. For example, 
Bahnsen et al. (2018) studied how attackers used 
DNN to improve the efficiency of phishing attacks, 

Table 1  Performance comparison of multiple types of network attack detection models

Reference

Al-Omari et al., 2021

Sapavath et al., 2021

Al-Yaseen et al., 2017

Khaw et al., 2021

Ullah et al., 2019

Andresini et al., 2020

Ho et al., 2021

Hossain et al., 2020

Ma et al., 2021

Atefi et al., 2019

Issa and Albayrak, 2021

Li BB et al., 2021

Kan et al., 2021

Bouhamed et al., 2021

Tekerek, 2021

Roopak et al., 2019

Moizuddin and Jose, 2022

Ding et al., 2022

Chen Y et al., 2022

Kunang et al., 2019

Kherlenchimeg and 
Nakaya, 2018

Shaikh and 
Shashikala, 2019

Balamurugan et al., 2022

Mushtaq et al., 2022

Chohra et al., 2022

Seth and Chandra, 2018

Algorithm(s)

DT

NB

Improved K-means

1D-CNN+AE

DCNN

MINDFUL

CNN

LSTM

XBiLSTM-CRF

K-NN and DNN

CLSTMNet

CNN-GRU

APSO-CNN

DQN

CNN

CNN+LSTM

GMGWO

TACGAN

MECNN

AE

AE+RNN

AE+LSTM

IDSGT-DNN

AE-LSTM

Chameleon

MGWO

Dataset(s)

UNSW-NB15

The known attacks and 
novel attacks

KDD CUP99

OPAL-RT HYPERSIM

Google Code Jam

CICIDS2017

CICIDS2017

CICIDS2017

Open-source NER

CICIDS2017

NSL-KDD

Industrial CPS

Public IoT

CICIDS2017

CSIC2010v2 HTTP

CICIDS2017

NSL-KDD

CICIDS2017

AWID and CICIDS2017

NSL-KDD

NSL-KDD

NSL-KDD

CICIDS2017

NSL-KDD

IoT-Zeek

Solaris

Windows

Accuracy

98.00%

99.80%

95.75%

100.00%

97.46%

97.90%

99.78%

99.88%

–

96.29%

99.28%

99.20%

96.00%

99.70%

–

97.16%

99.07%

95.86%

99.84%

86.96%

80.00%

94.30%

–

89.00%

–

99.87%

98.94%

Precision

97.00%

100.00%

–

–

–

–

–

–

90.54%

96.43%

–

99.85%

97.00%

95.00%

97.49%

–

–

–

–

88.65%

–

–

98.65%

88.00%

–

–

–

Recall

97.00%

96.00%

–

–

–

–

–

–

88.26%

–

–

97.36%

–

97.00%

–

–

–

95.42%

–

–

–

–

–

94.00%

–

–

–

F score

97.00%

97.20%

–

–

97.44%

–

–

–

89.38%

96.53%

–

98.10%

–

96.00%

97.51%

–

–

95.83%

–

–

–

–

99.00%

91.00%

97.30%

–

–

“–” indicates that this evaluation index is not used in the performance evaluation of this model
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ingeniously bypassing the ML based phishing de‐
tection system.

4.1.2  Performance analysis of AI algorithms in assess‐
ment of the security situation

Above all, AI technology research has had a 
remarkable effect on cyberspace security issues. ML 
algorithms such as Bayesian algorithms and hybrid 
algorithms (such as ML/DL algorithms combined with 
SI optimization algorithms) are used to settle three types 
of issues, including cyberspace security risk evalua‐
tion, network vulnerability evaluation, and network 
reliability evaluation (Table 2).

Researchers have explored the application of 
hybrid optimization algorithms that rely on ML/DL 
algorithms and SI optimization algorithms, such as 
cuckoo optimization algorithms or genetic optimiza‐
tion, to assess cyberspace security situations. The 
special advantage of applying DL algorithms is that 
they can process huge data. In addition, the DL algo‐
rithm can further improve the accuracy and real-time 
performance of security defense evaluation. However, 

with the analysis of the literature, we can see that 
there are still some problems in the algorithm-driven 
network security evaluation model. Researchers cannot 
obtain many quantitative results formed by the evalu‐
ation model because there is some difference between 
the calculation value and the expected value. There‐
fore, there is much more space for researchers to de‐
sign algorithms to increase the reliability of the evalu‐
ation model. According to the research above, the DL 
algorithm will obtain higher accuracy and robustness 
than the ML algorithm, but the evaluation time will 
be longer.

4.1.3  Performance analysis of AI algorithms in defense 
strategy optimization

The application of a multi-objective optimization 
algorithm and game theory is the main research direction, 
and they are used to optimize and improve the effi‐
ciency of security defense decision-making and se‐
curity risk strategy allocation (Table 3).

Research on AI algorithms for cyberspace secu‐
rity defense decision-making models is insufficient. 

Table 2  Performance comparison of multiple types of assessment of security situation models

Reference

Li DT et al., 2021

Kumar VS and 
Narasimhan, 2021

Li GF et al., 2020

Yang HY and Zeng, 
2021

Wang JH et al., 2021

Wei MH, 2021

Luan and Tan, 2021

Diao, 2021

Zhang R et al., 2022

Zhang R et al., 2021

Yang XJ and Jia, 
2021

Zhang ZQ, 2021

Algorithm(s)

FOA-SVM

NB and CRQ-J48

SSC and sequential MCS

DAENDD(UOSW)

GA-PNN

GRU-RNN

EWM-IFAHP

NAWL-ILSTM

SAA-SSA-BPNN

SSA-BP

IPSO-LSTM

GSA-BP

Evaluation index(es)

Accuracy; F score; AUC

Accuracy

Accuracy; reliability

Accuracy; recall

Training speed

Accuracy; robustness; time

Accuracy; recall; vulnerability;
asset

Accuracy

Network security situation 
value; convergence analysis; 
time complexity analysis

Accuracy; error

Dataset

–

1209 recordings, including webservers, 
servers, smart mobile phones, lap‐
tops, and few smart devices

The RBTS bus 2 system and an actual 
distribution network in the northeast 
USA

NSL-KDD

–

–

KDD CUP99

KDD CUP99

National Internet Emergency Response 
Center network security information 
and dynamic weekly report

IPS log information

“–” indicates that this evaluation index is not used in the performance evaluation of this model
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The related algorithms based on ML and DL have 
not yet been used in the subdivision field for solving 
cyberspace security defense decision-making issues. 
On one hand, cyberspace is a high-dimensional com‐
plex space, and the model needs to accurately detect 
a large number of network attacks as input, which will 
further affect the promotion and development of in‐
telligent decision-making for cyberspace security de‐
fense. The accuracy of input data relies on the algo‐
rithm design in the intrusion detection model; the more 
accurate the input data, the more instructive the out‐
put results of decision-making. On the other hand, the 
related algorithms based on ML and DL will bring 
the serious problem that, if the design of the algo‐
rithm model is not perfect, the security strategy of 
the model output is unreasonable. The relatively small 
amount of research in this field shows that researchers 
are cautious about the application of algorithms in 
cyberspace security.

Today, it is unrealistic to rely solely on man‐
power to make strategy allocation due to the com‐
plexity of network attacks. To address the problem of 
limited defense allocation ability, the deep application 
of AI algorithms is an inevitable trend and can avoid 

risk to the maximum extent and prevent potential 

network attacks. As a matter of fact, based on ML 

algorithms (Arshad et al., 2012; Kumar N et al., 2015; 

Bahnsen et al., 2018) and DL algorithms (Stampa 

et al., 2017; Cao et al., 2018; Challita et al., 2018; Wei 

YF et al., 2019; Deng et al., 2020; He et al., 2020), 

scholars have researched and explored these issues. 

The algorithms improve the efficiency of decision-

making strategy allocation, and realize the dynamic 

allocation of resources for optimizing the overall effi‐

ciency of network strategy allocation. It should be 

pointed out that cyberspace security defense decision-

making is based on network attacks, and then a series 

of algorithms are designed to generate a system dy‐

namic defense scheme. The generation of the defense 

decision-making model is consistent with the principle 

of effective utilization and allocation of network re‐

sources, so the design of the algorithm model for solv‐

ing the network strategy allocation problem can serve 

as a reference. Supervised learning, RL, DL, and other 

algorithm models can be applied to explore how to 

design the cyberspace security defense decision-making 

algorithm.

Table 3  Performance comparison of multiple types of defense strategy optimization models

Reference

Liu XH et al., 2021

Aggarwal et al., 2022

Hu BW et al., 2021

Hamrioui and Bokhari, 2021

Hyder and Govindarasu, 2020

Touhiduzzaman et al., 2019

Algorithm

DRQN-based defense 
decision-making

Instance-based learning 
(IBL) model

DCDM

Iterative method

Game-theory

Game-theoretic graph 
coloring technique

Evaluation index(es)

Reward

Attacker’s success rate; 
defender’s losses

Strategic cost; system loss; 
state stability

Trade-off cost; security 
assets

Payoff matrix; mixed strategy 
Nash equilibrium

Steady state probabilities 
for security mechanism; 
security index

Advantages and disadvantages

Improving the learning speed of collecting 
additional historical data and achieving the 
optimal defense strategy faster in defense 
game with incomplete information; solving 
the practical problem that MDP cannot 
use POMDP to analyze the network and 
capture the incomplete information

Capturing the risk of confrontation between 
people and predicting the attacker ’ s 
decision-making and cognitive biases

Being decentralized; ensuring consistency 
and non-repudiation of results and im‐
proving the accuracy of distributed agent 
decision-making

High-quality trade-off and safe assets; satisfy‐
ing the budget, minimum cost, maximum 
security level, and cardinality constraints

Obtaining the optimal policy; minimizing 
attack threat loss

Better security; security mechanism diversity 
leading to increased costs
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4.2  Analysis of dataset application

We further analyzed the datasets used. In the col‐
lected literature, we summarized and analyzed the types 
of different datasets involved in solving network security 
problems. A total of 22 different datasets that occur 
most frequently were analyzed. Fig. 4 shows the per‐
centage of papers in which the dataset is used.

It can be seen that the three types of datasets 
with the highest frequencies were the CICIDS2017 
dataset, NSL-KDD dataset, and KDD CUP99 data‐
set. Among them, the CICIDS2017 dataset showed 
the highest percentage was 19.7%. The evaluation of 
a benchmark dataset for intrusion detection may assist 
a fairer evaluation of the different AI algorithms that 
have been proposed. In the cyberspace security field 
there are a large variety of data, but the performances 
of the AI algorithms are limited by the publicly avail‐
able datasets. Benchmark datasets with large and regu‐
larly updated data are essential to enhance the study of 
security issues in cyberspace. With the development 
and application of DL based models in the cyberspace 
security industry, new datasets are emerging. Currently, 
the further application of DL algorithms relies on the 
quality and quantity of available data (Pouyanfar 
et al., 2019), which can directly influence the reli‐
ability of the results. Furthermore, other algorithms 
performed worse, and also depended on different 
categories of attacks and the features of the datasets. 
Although most work paid more attention to designing 
algorithms to improve the results, many studies have 
been dedicated to assessing the reliability of bench‐
mark datasets. Some researchers have discussed the 
dataset including various categories of relevance to 
network attacks, and highlighted 11 factors, including 
diversity of traffic data, protocol diversity, amount 
of data collected, diversity of the attacks considered, 
inclusion of novel attack types, inclusion of full 
payloads without anonymity, presence or absence 
of informative features, updatability, consideration of 
realistic traffic, extent of labeling, and size of the 
feature set, which are the main elements for evaluat‐
ing the reliability of benchmark datasets (Gharib et al., 
2016). In addition, the adaptability of the dataset to 
changes over time should be considered as an indi‐
cator of the reliability of the dataset. Other research‐
ers believed that reliable datasets should also provide 

anonymous means for payload information to ensure 
user privacy.

5  Conclusions and future directions

Modern information security architectures depend 
on the wide application of AI technologies. Cyberspace 
security is facing more severe risks and challenges, 
and AI technologies are also the weapon for defend‐
ers to maintain cyberspace security. Improving the 
active defense ability based on AI technologies and 
addressing the new risks and challenges of cyber‐
space security have become urgent needs. In this re‐
view, the latest technical exploration indicates that AI 
algorithms are playing an increasingly important role 
in guranteeing cyberspace security, not only developing 
security ability with good performance in intrusion 
detection and defense evaluation, but also providing 
new algorithm design ideas for researchers to explore 
cyberspace security defense decision-making methods. 
Network attack detection is an important area in the 
application of AI technologies. There are two techni‐
cal hot spots for current research. One is to continue 
to improve the detection performance of the algorithm 
on the latest datasets and to analyze and compare the 
performance of ML and DL algorithms on different 
datasets. Second, from the research papers from 2021 
to 2022, we can see that researchers regard the research 
of dataset imbalance as the focus, mainly on self-
coding algorithms and generating antagonistic network 
algorithms, to establish a model framework based on a 
variety of hybrid algorithms for data feature extraction. 
In the past six years, Chinese researchers have con‐
ducted much research on the credibility assessment and 
prediction of the security situation, publishing 90% 
of the papers. The research on the optimization of the 
network security defense strategy was conducted mainly 
by researchers in USA, with the SI optimization algo‐
rithm, and the game theory and DRL algorithm for 
solving the optimization problem of the network 
security defense strategy.

Future work should consider human guidance 
and some new questions raised by AI algorithms. Re‐
garding human guidance, some researchers are even 
concerned about the key question, which is not to im‐
prove endpoint detection but to make the analyst take 
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action when the alerts are produced. In the future, 
one constraint is that AI technologies cannot be com‐
pletely separated from human beings, because human 
guidance is very important. While formulating the 
development route of AI, we should focus on risk 
defense, strengthen the prediction of and research on 
potential risks, keep a watchful eye on the develop‐
ment of system security defense technologies, and 
clarify the defense development strategy. The other 
constraint is that, the combination of future net‐
works and AI algorithms may be a double-edged 
sword. We can imagine that in future network vi‐
sion, the application of AI algorithms in a variety of 
intelligent scenarios will bring rich heterogeneous 
connections and mass information storage and opera‐
tion. However, it cannot be ignored that when AI al‐
gorithms meet the future network, they are also ac‐
companied by many challenges about privacy protec‐
tion. On one hand, a secure AI algorithm learning 
structure can defend the privacy of data. On the other 
hand, the AI algorithm is likely to be attacked by 
other networks or abused by other algorithms, which 
will lead to the invasion of user privacy. Therefore, 
when using AI algorithms to solve the cyberspace se‐
curity problem, we must take into account the attack 
or abuse of those algorithms.
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