964 Guan et al. / Front Inform Technol Electron Eng 2023 24(7):964-979

Frontiers of Information Technology & Electronic Engineering
www.jzus.zju.edu.cn; engineering.cae.cn; www.springerlink.com
ISSN 2095-9184 (print); ISSN 2095-9230 (online)

-

E-mail: jzus@zju.edu.cn

A disk failure prediction model for multiple issues*

Yunchuan GUANT!, Yu LIU™2, Ke ZHOU!, Qiang LI?, Tuanjie WANG?, Hui LI®

IWuhan National Laboratory for Optoelectronics, Huazhong University of Science and Technology, Wuhan 430074, China
2School of Computer Science and Technology, Huazhong University of Science and Technology, Wuhan 430074, China
SInspur Electronic Informantion Industry Co., Ltd., Beijing 250000, China
TE-mail: hustgyc@hust.edu.cn; liu_yu@hust.edu.cn
Received Oct. 19, 2022; Revision accepted June 13, 2023; Crosschecked July 1, 2023

Abstract: Disk failure prediction methods have been useful in handing a single issue, e.g., heterogeneous disks,
model aging, and minority samples. However, because these issues often exist simultaneously, prediction models
that can handle only one will result in prediction bias in reality. Existing disk failure prediction methods simply
fuse various models, lacking discussion of training data preparation and learning patterns when facing multiple
issues, although the solutions to different issues often conflict with each other. As a result, we first explore the
training data preparation for multiple issues via a data partitioning pattern, i.e., our proposed multi-property data
partitioning (MDP). Then, we consider learning with the partitioned data for multiple issues as learning multiple
tasks, and introduce the model-agnostic meta-learning (MAML) framework to achieve the learning. Based on these
improvements, we propose a novel disk failure prediction model named MDP-MAML. MDP addresses the challenges
of uneven partitioning and difficulty in partitioning by time, and MAML addresses the challenge of learning with
multiple domains and minor samples for multiple issues. In addition, MDP-MAML can assimilate emerging issues
for learning and prediction. On the datasets reported by two real-world data centers, compared to state-of-the-art
methods, MDP-MAML can improve the area under the curve (AUC) and false detection rate (FDR) from 0.85 to
0.89 and from 0.85 to 0.91, respectively, while reducing the false alarm rate (FAR) from 4.88% to 2.85%.
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(SMART); Machine learning
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1 Introduction good at learning about a specific issue, but tricky at
solving multiple ones. As shown in Fig. 1, the perfor-

mance of the prediction model degrades in cases of

age sys.tems’ .fai.h.lres, 1'resul.ting in the need to i.m- heterogeneous disks (Rincon et al., 2017), model ag-
prove disk reliability (Pinheiro et al., 2007). Machine ing (Xiao et al., 2018), and minority samples (Zhang

learning (ML) based models that learn with log data, J et al., 2020b). In addition, the physical location of
e.g., self-monitoring a?alysm and rep(.)rtln.g technol— the disk and its relationship to the server cluster can
ogy (SMART), are highly accurate in disk failure 1o o 1related with disk failures (Lu et al., 2020; Han

prediction, and they deal with issues by distinguish- et al, 2021; Luo et al, 2021). Such environment-
ing the corresponding properties. This pattern is

Hard disk failures are responsible for most stor-

related factors may further affect the performance
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ronmental variation issues. Conventional methods
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training. Similarly, the key is the time period for
the model aging issue. However, because the above
issues often exist simultaneously, selecting the key
and preparing the training data become inescapable
challenges.

[ Heterogeneous, ; Minority Environmental
! Model aging samples variation

Issues  Key Trainingset _________
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Fig. 1 The problem of training data preparation for
multi-issue learning

Review of the existing models that deal with
multiple issues shows that they all avoid the above
challenges and use the model’s ability to handle mul-
tiple issues. For example, Xie et al. (2018) built pre-
dictors for different issues and tried to use a cross-
validation method to vote for the most precise pre-
dictor. Zhang J et al. (2020a) solved the minority
samples and heterogeneous disks issues by learning
samples in the Siamese network framework, which
is sensitive to differences in disk models. Although
these methods provide proven solutions over multiple
issues, they ignore the conflicts between predictions
for different issues (see Sections 3 and 6.4), which
creates sub-optimal results.

As a result, we believe that learning a disk fail-
ure prediction model for multiple issues requires to
address the following two challenges:

Generalizability: It is essential to design a
framework for multiple issues. However, differences
in dataset specifications can challenge the generaliza-
tion ability of the failure prediction method. For ex-
ample, the disks in the Backblaze data center (Back-
blaze, 2018) have the issues of model aging, hetero-
geneous disks, and minority samples, while the disks
in the dataset open-sourced by Lu et al. (2020) have
the issues of heterogeneous disks and environmental
variation.

Uniformity: Addressing various issues in a uni-
fied framework is challenging because the solutions
to different issues often conflict with one another,
e.g., the issues of model aging and minority samples.
The former needs samples from the latest period to
perform online updating (Xiao et al., 2018), whereas
the latter requires a large number of samples from

other disk models or from a long period to achieve
transfer learning (Zhang J et al., 2020b). To rec-
oncile similar conflicts, it is necessary to find the
commonality among these issues.

To address these challenges, we analyze the rela-
tionships between the issues of heterogeneous disks,
model aging, and environmental variation, sepa-
rately. We find that they can be interpreted as
the same data heterogeneity issue. In practice, they
use different data partitioning approaches to select
samples similar to the target disks (i.e., disks to be
predicted) and construct transfer learning models to
predict the health status of the target disks. In the
process of data partitioning, we reconsider the issue
of minority samples and find that it is caused by un-
limited data partitioning. To alleviate the impact of
minority samples, we modify the naive partitioning
criterion given by Pereira et al. (2017) to restrict data
partitioning. Based on the above analysis, we deter-
mine the pattern for partitioning the data based on
multiple issues, i.e., multi-property data partitioning
(MDP). In terms of transfer learning, we propose to
treat the partitioned data as the tasks for multi-task
learning. As a result, we introduce model-agnostic
meta-learning (MAML), which can provide unified
learning for multiple tasks.

In this paper, we propose MDP-MAML to
achieve disk failure prediction for multiple issues,
and our contributions are described below:

1. To build a unified solution for disk failure
prediction over multiple issues, we propose to treat
the issues of heterogeneous disks, model aging, and
environmental variation as the data heterogeneity
problem, and apply the solution to heterogeneous
disks to data heterogeneity.

2. We improve the solution to the issue to het-
erogeneous disks to solve multiple issues.
hand, we propose a data partitioning method called
MDP, which takes multiple issues into account and
partitions data in a planned way. On the other
hand, we treat each partitioned dataset as a task
for learning, and create a unified prediction model
to deal with multiple issues via a multi-task learning

On one

model.

3. We evaluate our proposed model on two
public datasets and achieve state-of-the-art predic-
tion performance with a low overhead for multiple
issues.
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2 Related works
2.1 Prediction models for issues

As the classic issues for disk failure prediction,
disk heterogeneity (Rincon et al., 2017), model ag-
ing (Xiao et al., 2018), environmental variation (Lu
et al., 2020), and minority samples (Zhang J et al.,
2020b) have been studied in depth.

For the issue of heterogeneous disks, Rincon
et al. (2017) selected the common SMART attributes
for different disk models, which makes it possible
to build a prediction model for multiple disk mod-
els. Sun et al. (2019) used an attribute distri-
bution normalization algorithm to reduce the data
distribution differences between different disk mod-
els. Botezatu et al. (2016) and Pereira et al. (2017)
evaluated several transfer learning strategies and re-
duced the impact of the heterogeneous disks issue.
Xie et al. (2018) proposed the optimized modeling
engine (OME), employing the approach of cross-
validation to determine the prediction model for a
specific disk model. Zhang J et al. (2020a) proposed
high-dimensional disk state embedding (HDDse) for
generic failure detection, which employs a Siamese
network framework trained on samples and makes
predictions for multiple disk models.

For the issue of model aging, Jiang et al. (2019)
updated their prediction model regularly to ensure
the effectiveness of the model in long-term use. Xiao
et al. (2018) designed an online labeling algorithm to
annotate the healthy disks and employed Offline-RF
(random forest) to guarantee prediction accuracy.

For the issue of environmental variation, Lu
et al. (2020) introduced the location marker to disk
samples, which helps the prediction models learn
the differences between environments. In addition,
they tested multiple classifiers and found that CNN-
LSTM (convolutional neural network - long short-
term memory) combined with a location marker (we
refer to it as CNN-LSTM for convenience in this
paper) performs close to the best in all situations.
Luo et al. (2021) used the method of self-attention
(Vaswani et al., 2017) to learn the correlation of disk
states within the same environment, distinguishing
the different environments implicitly.

For the issue of minority samples, Zhang J et al.
(2020b) proposed transfer learning based failure pre-
diction for minority disks (TLDFP), which combines
samples from the majority disk model to build a

prediction model for the minority disk model, with
the help of a transfer learning algorithm, i.e., Trad-
Zhou et al. (2022) proposed the active
semi-supervised learning model ASLDP. ASLDP can
make full use of unlabeled samples, and improve the
generalization ability of the model under the con-
dition of scarcity of labeled samples. In addition,
HDDse and OME not only solve the issue of het-
erogeneous disks but also solve the issue of minority
samples by combining samples from majority disk
models.

aboost.

2.2 Meta-learning

Contemporary ML models are typically trained
from scratch for a specific task using a fixed learning
algorithm designed by hand. These models achieve
success in the area of disk failure prediction when
disk samples are sufficient and homogeneous (Zhu
et al., 2013; Rincon et al., 2017; Zhang J et al.,
2020b; Shen et al., 2021). This excludes many appli-
cations where disk samples are rare or heterogeneous.
Meta-learning has been widely used in the areas of
multi-task learning (Buffelli and Vandin, 2022; Mao
et al., 2022) and few-shot learning (Finn et al., 2017;
Nichol et al., 2018; Frikha et al., 2021), and pro-
vides an alternative paradigm where an ML model
gains experience over multiple tasks and uses this ex-
perience to improve its future learning performance
(Hospedales et al., 2022). Most of the meta-learning
models obtain over 0.96 accuracy on the Omniglot
dataset (Lake et al., 2011) when classifying five un-
seen classes of images with only one sample for fine-
tuning (Finn et al., 2017). Among all these mod-
els, MAML is well known for its generalizability and
practicability (Finn et al., 2017). In this paper, we
try to address the issues of failure prediction under
the meta-learning paradigm, i.e., constructing disk
samples into tasks for multi-task learning and using
a few samples to fine-tune the prediction model.

3 Motivation

Although there are effective learning methods
for the issues of heterogeneous disks, model aging,
environmental variation, and minority samples, each
method claims to be good at solving only one or two
issues. We list them in Table 1. However, because
issues do not arise in isolation, it is necessary to ex-
plore ways to solve multiple issues concurrently. As
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Table 1 Applicability of the existing disk failure prediction methods

Model aging

Environmental variation Minority samples

Method Heterogeneous disks
CNN-LSTM (Lu et al., 2020)
TLDFP (Zhang J et al., 2020b)
Offline-RF (Xiao et al., 2018)
OME (Xie et al., 2018) v
HDDse (Zhang J et al., 2020a) v

v

a result, we first simulate the scenario with multi-
ple issues to evaluate the performance of the above
methods. Note that this experiment is simply used
to demonstrate and analyze the shortcomings of ex-
isting methods.

As shown in Table 2, we select three and two
disk models from the Backblaze dataset (i.e., B) and
open-source dataset (i.e., M) to build scenario 1 and
scenario 2, respectively, where each property of the
data selected from each dataset has been aligned.
To simulate the scenario with the issues of hetero-
geneous disks, model aging, and minority samples,
we further pick the disk data from the three models
of dataset B over a five-year period and prepare a
relatively small number of healthy and failed disks
for M3. To simulate the scenario with the heteroge-
neous disks, environmental variation, and minority
samples issues, we further pick the disk data from
the two models of dataset M that are gathered from
three server clusters and prepare a relatively small
number of healthy and failed disks for M5. For each
disk model, we randomly select 100 samples as the
testing set and the rest as the training set.

As shown in Fig. 2, Offline-RF has the highest
AUC value on M1, due to its optimization for the is-
sue of model aging. Still, it fails to adapt to M3 and
M5 because it relies on ample samples. TLDFP has
the highest AUC on M5 due to its optimization of
the minority samples issue. However, TLDFP does
not obtain the claimed performance on M3. This is

because, for most minority disk models, it is diffi-
cult to find a suitable majority disk model for trans-
fer learning (Zhang J et al., 2020a). CNN-LSTM
takes the physical location into account, resulting
in optimal results on M4. Nevertheless, its perfor-
mance on other disk models is mediocre. Although
OME and HDDse have relatively high AUC values on
most disk models, they consume excessive comput-
ing resources, where HDDse increases the number
of samples by a quadratic power, and OME needs
to build at least three learning models for each disk
In addition, they do not
gain an overwhelming advantage on all disk models,
where Offline-RF has the highest AUC on M1 and
M2. These results demonstrate that no method can

model (see Section 6.5).

solve all issues well.
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Fig. 2 Prediction performance of different methods
on two scenarios: (a) scenario 1; (b) scenario 2

Table 2 Selected disks for scenario simulation and performance evaluation

Number of Number of

Scenario Dataset Period Environment Model disks failed disks
ST12000NMO0007(M1) 38 739 1809
1 B 2016-01-01 to 2020-12-31 - ST4000DMO000(M2) 36 158 3256
ST6000DX000(M3) 1912 58
. ST4000NMO0033(M4) 54 665 583
2 M 2016-05-18 to 2016-08-03 Six clusters ST2000NM0033(M5) 6130 74

We execute evaluations on the Backblaze dataset and the dataset open-sourced by Lu et al. (2020), which are denoted as B

and M, respectively
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From a global perspective, M3 and M5 cannot
be predicted well by all methods. On one hand,
M3 has only 58 failed disks and spans five years. It
demonstrates that without ample samples to update,
even the state-of-the-art method cannot accurately
predict. On the other hand, M5 represents the het-
erogeneous disks, environmental variation, and mi-
nority samples issues.
isting methods still have room for improvement in
accuracy when dealing with multi-issue predictions.

This demonstrates that ex-

Intuitively, we believe that solving the multi-
issue prediction problem requires a unified learning
framework. On one hand, we should explore uniform
criteria for data preparation. On the other hand, we
should seek a unified learning framework using the
commonalities between issues. Nevertheless, existing
methods have not been explored in depth in either
of these areas.

4 Rationale

By analyzing the issues of heterogeneous disks,
model aging, and environmental variation, we find
that these issues can be attributed to the same prob-
lem, i.e., data heterogeneity, and can be learned
using the same pattern, i.e., data partitioning and
transfer learning. In addition, the issue of minor-
ity samples is special and always available because
it is a result of unplanned data partitioning. Based
on these reflections, we design a framework that in-
cludes a well-planned data partitioning method and
a multi-domain transfer learning algorithm. This
framework provides a unified solution for multiple
issues, as discussed in Section 5.

4.1 Data heterogeneity
4.1.1 Identified issues

Heterogeneous disks: Conventionally, re-
searchers argue that the issue of heterogeneous disks
arises from differences in the distribution of model-
specific SMART attributes (Botezatu et al., 2016).
These distribution differences can introduce biases
into the prediction model and reduce its prediction
performance for each disk model.

Model aging: The previous research (Xiao et al.,
2018) found that the distribution of SMART at-
tributes can exhibit differences over time, even for
the same disk model. This phenomenon results in

the model aging issue. The distribution differences
also create biases in the prediction model and reduce
its prediction performance in the future.

We can conclude that the properties of the pe-
riod and disk models have similar effects on the dis-
tribution of SMART data. Therefore, we can boldly
apply the period and disk models as equivalent prop-
erties to ML models because both properties can be
used to distinguish between different SMART distri-
butions. As a result, we argue that the issues of het-
erogeneous disks and model aging originate from the
same problem, i.e., the difference in the distribution
of SMART data, which we call data heterogeneity.

4.1.2 Emerging issue: environmental variation

The understanding of data heterogeneity can
easily assimilate emerging issues. Recently, Lu et al.
(2020) and Luo et al. (2021) found that location
markers and the neighborhood disk information may
affect the prediction accuracy of the ML models.
This implies that disks in different environments, i.e.,
different physical locations and clusters, may mani-
fest different distributions of SMART attributes.

We compare the SMART attributes of the disks
from different environments, where we use the differ-
ences between server clusters to represent the envi-
ronmental difference because the disks’ physical lo-
cation and workload differ between the server clus-
ters. Fig. 3 shows the distribution differences of three
SMART attributes between disks in the ay87a server
cluster (E1) and ay84a server cluster (E2), although
these disks come from the same disk model (i.e.,
ST4000NMO0033) and the same period (i.e., 2016-05-
18 to 2016-08-03). In addition, we use the samples
from the disks in E1 and E2 to train four commonly
used ML models and evaluate their prediction per-
formance on disks from a new environment, i.e., the
ay75c server cluster (E3). Asshown in Fig. 4, the ML
models perform worse on the disks from E3 than from
other environments. This demonstrates that envi-
ronmental variation creates differences in data distri-
bution and results in low accuracy caused by training
on samples with distribution biases, as we observe in
the issue of heterogeneous disks. As a result, we be-
lieve that the environmental variation issue has the
same learning process as the heterogeneous disks and
model aging issues.
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Fig. 4 Prediction performance of environments in-
cluded or excluded in the training set. MLP: multi-
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4.2 Learning process for data heterogeneity

The issue of heterogeneous disks, as a special
case of data heterogeneity, has been intensively stud-
ied (Botezatu et al., 2016; Pereira et al., 2017; Xie
et al., 2018; Zhang J et al., 2020a). Through analysis
of the commonality of these solutions, we find the
process that learns the data to be similar to the
target disks via data partitioning (i.e., preparation
for training data) and the transfer learning model
(Botezatu et al., 2016; Pereira et al., 2017). We be-
lieve that this learning process is equally valid for the
issues of model aging and environmental variation.

Data partitioning: To learn the data from differ-
ent disk models as independent samples, researchers
partition the dataset into multiple subsets based on
the disk model (Rincon et al., 2017; Xie et al., 2018).
Each subset contains samples with the same disk
model as the target disk, which results in a similar
distribution of SMART attributes and good predic-
tion performance of the ML model. This data parti-
tioning approach can also be applied to model aging
and environmental variation issues, such as parti-
tioning data by month (Xiao et al., 2018) or by the

environment. However, data partitioning methods
are not readily available for multi-issue scenarios. In
Section 5.1, we propose MDP to address the chal-
lenge of data partitioning in such scenarios.

Transfer learning: Transfer learning uses ex-
perience from a source task to improve learning
(speed, data efficiency, and accuracy) on a target
task (Hospedales et al., 2022). When applied to the
disk heterogeneity issue, representative samples sim-
ilar to the target model disk samples are selected as
transfer sources, and the classifier is used for learning
these samples (Zhang J et al., 2020b). However, the
applicability of this method is limited by the transfer
learning methods used for prediction models, which
can handle only single-domain tasks. When multiple
issues need to be addressed, such as heterogeneous
disks and environmental variation, the single-domain
model can result in sub-optimal prediction results.
Specifically, disks from the same model may come
from different environments, and vice versa. How-
ever, the single-domain model can select either simi-
lar environments or similar disk models as its source
To address this problem, in Section 5.2,
we introduce a multi-domain transfer learning model
that can learn from multiple domains, including the

domain.

disk model, environment, and time period.
4.3 Minority samples

In the data center, the number of some model
disks is dramatically smaller than that of others,
and we call these disks “minority disks.” Using
traditional ML algorithms with the training data
of minority disks would dramatically increase the
risk of over-fitting or poor generalization, which
would weaken the performance of predictive mod-
els and seriously affect the reliability of the storage
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system (Zhang J et al., 2020b). Furthermore, we
will give a more specific explanation in this sub-
section. First, the issue of minority samples does
not exist independently; it is caused by unplanned
data partitioning and must therefore be considered
in the context of the multi-issue scenario. Second, we
draw a qualitative conclusion; i.e., it is the number
of failed disks rather than the number of disks that
determines the minority sample status.

In practice, public datasets provide a large num-
ber of disks. However, data partitioning will narrow
the dataset to avoid the data heterogeneity issue.
Consequently, it may result in fewer available sam-
ples and lower prediction accuracy. Although the
transfer learning method has been proven effective
in handing the issue of minority samples, it is still
tricky in appropriately partitioning the data for the
balance of the data heterogeneity and minority sam-
ples issues.

Intuitively, to perform data partitioning, we
need to ensure that each partitioned subset should
contain the right number of disks for learning ac-
curacy. Zhang J et al. (2020b) found that the is-
sue of minority samples arises when the number of
disks in the subset is smaller than 1500. Specifically,
1500 is the minimum number of disks that causes
the generalization error (i.e., difference between test-
ing loss and training loss) to converge. However, as
shown in Fig. 5, the convergence points of the gen-
eralization error curves for different disk models dif-
fer significantly in the scenario with heterogeneous
disks, which results in the previous approach being
no longer applicable. Xie et al. (2018) argued that
the number of failed disks is crucial to the conver-
gence of the ML model. Inspired by this insight,
we redraw the generalization error curves using the
number of failed disks as the horizontal coordinate.
The results are shown in Fig. 6. It is clear that the
generalization error for each disk model converges
around 150 failed disks. Combining this with the
conclusion from Xie et al. (2018), we determine that
the minority samples problem refers to having a too
small number of failed disk samples of certain disk
models. As a result, to balance minority samples
and data heterogeneity issues, we design the data
partitioning method MDP to ensure that the parti-
tioned subset should contain a minimum number of
failed disks rather than the number of disks. The
minimum number of failed disks that should be con-

tained within a partitioned subset is described in
Section 6.3.
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Fig. 5 Generalization error vs. the number of disks:
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5 Design of MDP-MAML

To implement prediction for the issue of data
heterogeneity using minority samples, we design
the model in terms of data partitioning and multi-
domain learning and propose MDP-MAML. MDP-
MAML consists of a multi-property data partition-
ing method MDP and a multi-task learning model
MAML (Fig. 7). The white arrows represent the
data preparation process, and the blue arrows rep-
resent the process of MAML learning and prediction
for multiple tasks. During the data preparation pro-
cess, MDP partitions the mixture of samples into
multiple subsets using multiple properties (e.g., disk
model, period, and environment), which reduces the
data heterogeneity within each subset. During the
learning and prediction processes, MAML treats the
partitioned subsets (e.g., MIE1T1 and M1E2T1) as
tasks for multi-task learning, extracts representative
features from all the tasks, and uses them to make
predictions on the new disk model, new environment,
and latest period (e.g., M4E3Test). In addition, we
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parallelize the multi-task learning process to reduce
the training overhead.

5.1 MDP

There are two challenges to data partitioning in
multi-issue scenarios. The first challenge is uneven

partitioning. Zhang J et al. (2020b) verified that
performing data partitioning by disk models on the
Backblaze dataset will result in a large gap between
the partitioned subsets. As shown in Table 3, the
subset of M6 contains 2993 failed disks, whereas the
subset of M1 contains only 24 failed disks. In ad-
dition, the period of M6 ranges from 2016 to 2020,
which means that M6 may suffer from the issue of
model aging, whereas M1 may suffer from the issue
of minority samples. If we further divide M1 by time,
then the subset of failed disks within the partitioned
subset will further shrink, leading to a more severe
minority samples issue. The second challenge is par-
titioning for the property with continuous values.
Specifically, there is no clear partition granularity
for the time period property. The sample can be
partitioned by week, month, or year. However, even
within the same period, the number of failed disks
varies dramatically from one model to another. Par-
titioning the data without a plan will only worsen
the problem of uneven partitioning.

As a result, we propose a data partitioning
method named MDP that partitions data using mul-
tiple properties. MDP continuously selects larger
subsets for partitioning based on multiple proper-
ties until the number of failed disks in each subset
is smaller than a critical value. As shown in Fig. 8,
the large cuboid at the top left represents a sample
collection with three dimensions: disk model, envi-
ronment, and period. Each small cube within the
cuboid represents one disk sample. When preparing
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W

[ MIETTH ][ MIELT2 ][ MIETT3

] >

MAML

[ MIE2T1 M M2E1T1 ] [ M3ETT1 ]——»

Disks to be predicted

Je=

Predict

— (=

Fig. 7 Overview of the model. By multi-property data partitioning (MDP), the training set is partitioned
into multiple subsets by the properties corresponding to the issues. For example, M1E1T1 denotes the subset
consisting of disk samples from a certain disk model, a certain environment, and a certain period. M denotes
the disk model, E denotes the environment, and T denotes the time period. In addition, because the disks
to be predicted are in a later period than the training set, we use ‘“test” to denote the period of these disks.
References to color refer to the online version of this figure
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Fig. 8 Multi-property data partitioning (MDP). We
partition data by disk models, environments, and pe-
riods, separately. The red cuboids represent the sub-
sets that need to be further partitioned and the blue
cuboids represent the subsets for multi-task learning.
‘When partitioning by periods, we determine the par-
titioning according to the number of failed disks in
the partitioned subset. References to color refer to
the online version of this figure

the training set, we first partition the mixed sam-
ples into multiple subsets by disk models and select
the subsets (red cuboids) that contain more than
70 failed disk samples (this number is determined
in Section 6.3). Then, we continue to partition the
selected subsets by environments and select the sub-
sets that contain more than 70 failed disk samples.
Finally, we partition the selected subsets by period.
To this end, we construct a timeline according to the
recording time of the disk samples and mark every
70 failed disk samples. We then partition the sam-
ples according to the marked points on the timeline.
In this way, disk samples from different models and
environments are partitioned by dynamic period in-
tervals to ensure even partitioning. The remaining
blue cuboids after each partition are the subsets for
multi-task learning. Note that the partitioned sub-
sets consist of both healthy and failed disk samples,
with the former accounting for the majority of the
population. To relieve the data imbalance issue, we
leverage the commonly used under-sampling method
(He and Garcia, 2009) to under-sample the healthy
disk samples, resulting in different ratios of failed to
healthy samples ranging from 1:1 to 1:50. In the final
training set, we set this ratio to 1:3, which leads to
superior prediction accuracy. Note that using only
under-sampling or over-sampling cannot effectively
address the issue of minority samples, and it is a
common practice to leverage transfer learning algo-
rithms with the help of data from other types of

disks. This approach refers to the discussion in Sec-
tion 4.3, i.e., using the number of failed disks as the
metric to quantify data partitioning and balance the
minority samples and data heterogeneity issues. It
also guarantees that large subsets will be partitioned
based on multiple properties, whereas small subsets
will retain a certain number of failed disks.

5.2 Multi-task learning algorithm—MAML

To tackle the issue that single-domain transfer
learning cannot deal with the issues associated with
multiple properties, we resort to the multi-domain
learning method. Multi-domain learning is a kind of
multi-task learning that is trained on multiple do-
mains to learn models for each target domain (Wang
et al., 2021). As a result, we propose to leverage all
the partitioned subsets and treat each partitioned
subset as a task for multi-task learning.

MAML (Finn et al., 2017) is a meta-learning al-
gorithm commonly used in the field of multi-task
learning. MAML optimizes the process of “fine-
tuning on a task” on multiple tasks to achieve fast
adaptation to unknown tasks. When learning on a
task, MAML is concerned with the process of fine-
tuning on that task, instead of the domain of that
task. This allows MAML to extract the common
features of tasks from multiple domains to improve
generalization capabilities (Hospedales et al., 2022).
In addition, because the fine-tuning process is con-
tinuously optimized during training, the number of
samples required to perform fine-tuning is continu-
ously reduced, which further alleviates the minority
samples issue. In this study, we consider each parti-
tioned subset as a task (i.e., prediction on a model,
an environment, and a period) and target disks com-
ing from a new disk model, a new environment, and
a future period as the unknown task.

5.2.1 Training process

MAML optimizes the process of “fine-tuning on
a task” on multiple tasks to achieve fast adaptation
to unknown tasks. Formally, the process can be writ-
ten as

for = fo —nV fa(S), (1)

where S represents data for fine-tuning and 7 repre-
sents the learning rate of fine-tuning. Then, MAML
calculates the loss of this process on each task and
chooses a gradient descent algorithm to optimize this
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loss. Formally, it can be written as

K
fo=1fo—a) Viy(Q), (2)
i=1
where Q; represents data for evaluation, o represents
the learning rate of gradient descent, and K repre-
sents the number of training tasks. Note that fs and
fo are learners who share the same architecture. The
complete training process is shown in Algorithm 1.

Algorithm 1 Training process of MAML

1: Initialize task set {task;} and meta-learner fy4

2: Initialize learning rates o and 7
3: while not done do
4: for all task; do

5 fo; = o

6 fe( :f91: —anei(Si)

7 Calculate loss of fine-tuning f‘g; (@)
8  end for

K
9 fo=Jfs—« _;Vf(,; (@:)
10: end while

5.2.2 Prediction process

The MAML prediction process is the process of
fine-tuning. Specifically, data used for fine-tuning,
i.e., Siest, are newly labeled or selected from the
training set. It is the same as the samples to be
predicted, i.e., Qiest, in terms of the disk model, en-
vironment, and period. Formally, we have

f¢*/ = f¢* - 77Vf¢* (Stest)7 (3)

where fg+ represents the well trained meta-learner.
Then, f,.. predicts the status of the disk samples in
Q1est and reports the prediction result, i.e.,

Y= f¢*’ (Qtest)- (4)

5.2.3 Parallelization implementation

For most ML models optimized by gradient de-
scent, each round of gradient descent depends on
the result of the previous gradient descent, making
parallelization difficult to implement. However, ac-
cording to Algorithm 1, the input (S;) and output
(felf (Qi)) of each fy, are independent, so there is a
possibility for parallelization implementation. As a
result, we can clone multiple fy, to simultaneously
compute the expectation loss f, (Q;) for each task.
Note that the number of cloned jf@i is limited by the
GPU’s memory.

6 Evaluation

In this section, we compare MDP-MAML’s pre-
diction performance and overhead with those of
several state-of-the-art prediction models on two
datasets. In addition, we evaluate the effectiveness
of MDP using ablation experiments. The experi-
ments were executed on a Linux server with a 20-core
2.4 GHz CPU, 128 GB RAM, and NVIDIA GPU
3090.

6.1 Dataset and data preprocessing

Dataset: We built datasets based on samples
collected from the Backblaze dataset and the dataset
open-sourced by Lu et al. (2020); both datasets con-
sist of SMART attributes collected from real-world
data centers. We denote the above two datasets as
B and M, respectively. The information on the built
datasets is shown in Table 3. For dataset B, we
used the samples from six disk models with a period
spanning four years as the training set, testing the
prediction accuracy for three new disk models that
emerged in the next year. For dataset M, we used
the samples from three disk models in four environ-
ments as the training set to test the performance of
the prediction models for three new disk models in
three new environments.

Feature selection: For each disk in our datasets,
30 SMART attributes were reported. Each attribute
contains two values of interest, including a raw value
and a normalized value. However, as some SMART
attributes are irrelevant to disk failures, we needed
to refine them. The SMART attributes we selected
(Table 4) were the same as used by Zhang J et al.
(2020Db), to evaluate the performance of the predic-
tion model on multiple disk models.

Data normalization: Because different SMART
attributes have diverse value intervals, we applied
data normalization to ensure a fair comparison. The
normalization function (Xiao et al., 2018) used in our

approach is
{El — T — Tmin 7 (5)
Tmax — Lmin
where x is the original value of a feature, and Xy ax
and T, are the maximum and minimum values of
the feature in our datasets, respectively.
Sample labeling: Zhang J et al. (2020a) ob-
served that most attributes undergo significant
changes around seven days before failures. Thus,
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Table 3 Overview of the datasets
Dataset Period Environment Model Number of disks N.umbe? of
failed disks
ST10000NMO0086(M1) 1256 24
ST6000DX000(M2) 1725 55
. ST8000DMO002(M3) 10 211 362
Btrain 2016-01-01 to 2019-12-31 ST8000NMO0055(M4) 15 038 447
ST12000NMO0007(M5) 26 762 1482
ST4000DMO000(M6) 31 184 2993
ST12000NMO001G(MT) 7161 34
Biest 2020-01-01 to 2020-12-31 - ST12000NMO0008(M8) 19 527 146
HGST HMS5C4040BLE640(M9) 12 744 35
ST600MMO006(M10) 5092 47
Mirain 2016-05-18 to 2016-08-03 E1, E2, E3, E4 ST4000NMO0033(M11) 44 266 458
ST32000645NS(M12) 48 928 469
E5 ST2000NMO0011(M13) 4215 30
Mzest 2016-05-18 to 2016-08-03 E6 ST2000NMO0033(M14) 5713 62
E7 HGST HUS724020ALA640(M15) 4768 44

B and M denote the Backblaze dataset and the open-source dataset, respectively. M1-M15 denote different disk models and E1-E7
denote different server clusters

for a failed disk, continuous samples in the seven-
day period before the actual failure were labeled as
failed (y = 1), and other samples were labeled as
healthy (y = 0). For healthy disks, all samples were
labeled as healthy.

Table 4 SMART attributes selected for evaluation

Attllgbute Attribute name Attribute type
1 Raw read error rate Normalized & raw
3 Spin-up time Normalized
5 Reallocated sector Normalized & raw
count
7 Seek error rate Normalized & raw
9 Power-on hours Normalized & raw
184 1/O error detection Normalized & raw
and correction
187 Reported uncorrectable Normalized & raw
errors
188 Command timeout Raw
189 High fly writes Normalized & raw
190 Airflow temperature Normalized & raw
193 Load/unload cycle count Normalized & raw
194 Temperature Normalized & raw
197 Current pending sector Normalized & raw
count
198 Offline uncorrectable Normalized & raw
sector count
240 Head flying hours Raw
241 Total LBAs written Raw
242 Total LBAs read Raw

LBA: logical block addressing

6.2 Metrics

We adopted three metrics which are commonly
used for evaluating the capability of a prediction
model to report the results in our experiments:

False detection rate (FDR), also called the re-
call rate, captures the proportion of failed disks that
are correctly predicted as failed. We measured the
FDRs under the constraint that the false alarm rates
(FARs) were around 1.0%.

False alarm rate (FAR) represents the propor-
tion of healthy disks that are falsely predicted as
failed. We measured the FARs under the constraint
that the FDRs were around 0.95.

AUC represents the area under the receiver op-
erating characteristic curve (Ling et al., 2003). It is
a performance measurement for classification prob-
lems at various thresholds. In disk failure prediction,
a high AUC value means that the model does well in
distinguishing between failed and healthy disks.

6.3 Hyper-parameter configuration

The hyper-parameters involved in MDP-MAML
are the architecture parameters of learner fy, the
maximum number of training epochs, the number
of gradient descents for fine-tuning, and the lower
bound of the number of failed disks for performing
data partitioning. For the architecture, we used a
neural network with four hidden layers with sizes
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of 256, 128, 128, and 64, each including batch nor-
malization and ReLLU activation, followed by a lin-
ear layer and a sigmod function (Finn et al., 2017).
The meta-learner and fine-tuning learning rates were
0.001 and 0.0005, respectively, and the maximum
number of training epochs was 1000. We used five
steps of gradient descent for fine-tuning. In terms of
the partitioning lower bound, as shown in Fig. 9, ac-
cording to the best AUC value in the curve depicted
by different lower bounds, we selected the appropri-
ate value of the lower bound, i.e., 70. In practice, we
stopped data partitioning when the number of failed
disks in a subset was <70. Note that we used AUC as
the metric to determine the best lower bound for par-
titioning to maximize the accuracy of MDP-MAML.
Fig. 6 shows the generalization error, which is a met-
ric used for qualitative analysis to infer the indicator
of minority samples states, i.e., the number of failed
disks. In addition, the value of 70 obtained here is
not universally applicable to all algorithms. Theo-
retically, the stronger the algorithm’s generalization
capability, the smaller this value should be.

0.92

0.91

10 30 50 70 90 110

Lower bound

Fig. 9 AUC vs. the partitioning lower bound

6.4 Comparison with state-of-the-art methods

We prepared datasets containing the issues of
heterogeneous disks and environmental variation,
i.e., Mirain and Miest, and the issues of heteroge-
neous disks and model aging, i.e., Birain and Biest-
On these datasets, we compared MDP-MAML with
HDDse (Zhang J et al., 2020a), OME (Xie et al.,
2018), TLDFP (Zhang J et al., 2020b), Offline-RF
(Xiao et al., 2018), and CNN-LSTM (Lu et al., 2020)
in terms of applicability. For the parameter setting,
we deployed HDDse and CNN-LSTM according to
their original papers, respectively, while deploying
TLDFP, Offline-RF, and OME according to the pa-

975

rameters acquired by grid search. Because TLDFP
and Offline-RF do not discuss their applicability to
new disk models or new environments, we deployed
these methods using 10 disks with labels in the test-
ing set to ensure performance. For fairness, we added
these 10 disks to the training set to train HDDse,
OME, and CNN-LSTM. For MDP-MAML, we used
these 10 disks for fine-tuning, i.e., considering these
labeled disks as Siegt -

Table 5 lists the average prediction performance
of the above methods. Compared to the state-of-the-
art methods, MDP-MAML can improve AUC and
FDR from 0.85 to 0.89 and from 0.85 to 0.91, respec-
tively, while reducing FAR from 4.88% to 2.85%. Al-
though MDP-MAML improved FDR, as we will see
in the next subsections, it outperformed other meth-
ods in all scenarios, proving its generalizability. In
the following subsections, we will show the prediction
performance from each issue’s perspective.

Table 5 Average performance of the prediction model
on the testing set

Model AUC FDR FAR (%)
MDP-MAML 0.89 0.91 2.85
HDDse 0.83 0.84 5.65
OME 0.85 0.85 4.88
TLDFP 0.81 0.79 6.48
CNN-LSTM 0.77 0.74 8.68
Offline-RF 0.71 0.62 12.15

6.4.1 Heterogeneous disks

For the issue of heterogeneous disks, we evalu-
ated each method’s prediction performance via six
new disk models, i.e., M7, M8, and M9 in dataset B
and M13, M14, and M15 in dataset M. As shown
in Fig. 10a, MDP-MAML outperformed HDDse and
OME in dealing with the issue of heterogeneous disks
and obtained the highest AUC value on the two
datasets. The same results can be seen in Figs. 10b
and 10c. We attribute the advantage of MDP-
MADML to its applicability to multiple issues. For ex-
ample, there was also a model aging issue in the test-
ing set of dataset B because the periods of samples
spanned four years. Similarly, the disks in dataset
M came from multiple environments, implying the
existence of the environmental variation issue. Note
that compared to working on Seagate disks, MDP-
MAML obtained lower accuracy on M9 and M13
from Hitachi, because we did not use Hitachi disks
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Fig. 10 Comparisons of performance with state-of-the-art disk failure prediction methods on the issues of
heterogeneous disks and environmental variation: (a) AUC; (b) FDR; (c) FAR

for training. Nevertheless, our prediction results
were better than those of others. In addition, mul-
tiple issues inhibited the strength of the traditional
methods in their respective expertise. For example,
Offline-RF did not obtain the results reported in its
original paper. We believe that Offline-RF needs to
build a random forest for each disk model.
ever, because only 10 disks with labels can be used
for training, Offline-RF suffered from the issue of
minority samples.

How-

6.4.2 Environmental variation

For the issue of environmental variation, we
mainly observed the prediction performance for three
new environments, i.e., E5, E6, and E7. As shown in
Fig. 10, MDP-MAML had the best prediction per-
formance compared to state-of-the-art methods on
E5, E6, and E7. In addition, CNN-LSTM did not
have the expected results because it suffered from
the heterogeneous disks issue.

6.4.3 Model aging

For the issue of model aging, we mainly ob-
served the results for M7 and M8 whose periods
spanned from 2020-01-01 to 2020-12-31. MDP-
MAML and HDDse used Birain to build prediction
models. Offline-RF and HDDse used the samples
from the previous month to update models, which
began with the second month. MDP-MAML uses
the samples from the previous month as Siest for
fine-tuning and the samples from the current month
as Qtest for evaluation. As shown in Figs. 11a and
11b, MDP-MAML gained the highest average perfor-
mance and the most stable prediction performance

on M7 and M8. We attribute this to insufficient sam-
ples for model updating on M7. In contrast, because
MAML optimizes this process of fine-tuning, it can
perform fine-tuning with a small number of samples
when predicting the samples from a new period.

6.5 Comparisons in overhead

To demonstrate that MDP-MAML does not in-
cur significant overhead while yielding better perfor-
mance, we compared the time overhead of MDP-
MAML with those of OME and HDDse in three
phases, i.e., data preparation, model training, and
prediction. We performed data preparation and
model training on Biyain, which contained samples
of 86 176 disks. By comparing HDDse and MDP-
MAML, we calculated the average time for predict-
ing 1000 samples.

Data preparation: We enumerated the opera-
tions required by each method’s training data prepa-
ration. As shown in Table 6, SMART attribute se-
lection and data normalization were required by all
the methods. HDDse and OME partitioned data by
using disk models, while MDP-MAML partitioned
data using multiple properties. HDDse required an
additional operation to construct sample pairs.

Table 6 Operations required by the data preparation
of each method

. MDP-
Operation OME HDDse MAML
Attribute selection v v v
Partition by disk models v v
Partition by multiple properties v
Data normalization v v v
Constructing sample pairs v
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Fig. 11 AUC for the issue of model aging on M7 (a)
and M8 (b)

Model training and prediction: During the
model training phase, OME needed to train three
ML models for each disk model, while MDP-MAML
and HDDse trained one ML model shared by all the
disks. During the testing phase, OME required addi-
tional cross-validation operations to find the best-fit
ML model for each disk model. In addition, HDDse
needed to conduct an additional output comparison
to determine the health status of each disk.

As shown in Fig. 12, in the data preparation
phase, HDDse consumed the most time due to
the additional sample-pairing operation, whose time
complexity was O(n?), where n represents the num-
ber of samples in the training set. Although MDP-
MAML partitioned data using multiple attributes,
its time complexity was O(n), the same as that of
partitioning data only by disk models. In the train-
ing phase, MDP-MAML can accelerate the train-
ing by parallelization. In contrast, HDDse had a
long training time due to its large number of sam-
ple pairs, while OME needed to build three ML
models for each disk model. In the testing phase,
OME’s cross-validation and HDDse’s status decision
incurred additional overhead. As a result, MDP-
MAML can address multiple issues while maintain-
ing a low overhead.
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Fig. 12 Comparison in overhead
6.6 Effectiveness of MDP

To illustrate the effectiveness of MDP, we
showed the results of AUC using different data par-
titioning strategies, i.e., implementing partitioning
based on different combinations of properties. We se-
lected Mt ain and Miest to conduct this experiment.
Because the samples in dataset M spanned fewer
than three months, we evaluated performance every
half month to simulate model aging issues. This dif-
fers from the commonly used one-month evaluation
As shown in Table 7, the best AUC re-
sult was achieved when we executed MDP for three
properties. We believe that fine-grained partitioning

interval.

can further improve the quality of prediction models.
Furthermore, MAML can support multi-task learn-
ing after fine-grained partitioning. In addition, MDP
is effective for data partitioning in dealing with each
issue.

Note that we plot the distribution of the num-
ber of failed disks contained in the subsets to show
the evenness of the data. Compared to the tradi-
tional partition method, which considers merely disk
models, MDP can acquire more evenly distributed
data. As shown in Fig. 13, most of the subsets parti-
tioned by MDP had 60-70 failed disks, whereas the
number of counterparts in the subset partitioned by
the traditional partition method varied greatly. As
a result, MDP can deal with multiple properties and
ensure that the partitioned subsets have sufficient
failed disks, addressing the challenge of data parti-
tioning in the multi-issue scenario.

6.7 Lead time of MDP-M AML

In addition to the accuracy of our prediction,
it is crucial to consider the amount of time that
users are given to back up their data. Another
aspect worth examining is how much lead time
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Table 7 Effectiveness of MDP

Property AUC (mean)
Model Period Environment
v v v 0.912
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Fig. 13 Distribution of the number of failed disks
within the partitioned subsets: (a) MDP; (b) tradi-
tional method

MDP-MAML can provide for detecting an impend-
ing failure. Fig. 14 displays the distribution of lead
time for correct predictions. It is clear that MDP-
MAML can predict potentially failed disks about six
days in advance. We attribute this to the fact that
we labeled the samples of the last seven days before
the disk failure occurred as failures during training.
We believe that the lead time of MDP-MAML can be
improved by changing the principle of failed sample
labeling, but this may come at the expense of lower
accuracy.

7 Conclusions and future work

In this paper, we propose a failure prediction
model, i.e., MDP-MAML, to handle multiple issues.
Our main contributions include the following: (1) We
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Fig. 14 Lead time of MDP-MAML

discover the common nature between the issue of het-
erogeneous disks, model aging, and environmental
variation, i.e., data heterogeneity. (2) We summarize
the commonality of different solutions to data het-
erogeneity and build a unified solution pattern for
data heterogeneity, i.e., partitioning data and trans-
(3) We propose MDP and introduce
MAML to overcome the shortcomings of data par-
titioning and transfer learning methods used by the

fer learning.

disk failure prediction solutions in the multi-issue
scenario. Our experiments on datasets gathered
from real-world data centers demonstrate that MDP-
MAML outperforms its state-of-the-art counterparts
in terms of prediction performance and overhead.

With the growing use of solid-state drives
(SSDs) in data centers, prediction of their failure has
become a hot issue. Studies have shown that SSD
failures rely not only on SMART attributes, but also
on other disk- and system-level logs (Zhang YQ et al.,
2023). To ensure the applicability of MDP-MAML
to SSDs, we need to use information beyond SMART
attributes to enhance its generalizability.
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