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Abstract: Automatic visualization generates meaningful visualizations to support data analysis and pattern finding
for novice or casual users who are not familiar with visualization design. Current automatic visualization approaches
adopt mainly aggregation and filtering to extract patterns from the original data. However, these limited data
transformations fail to capture complex patterns such as clusters and correlations. Although recent advances in
feature engineering provide the potential for more kinds of automatic data transformations, the auto-generated
transformations lack explainability concerning how patterns are connected with the original features. To tackle these
challenges, we propose a novel explainable recommendation approach for extended kinds of data transformations
in automatic visualization. We summarize the space of feasible data transformations and measures on explain-
ability of transformation operations with a literature review and a pilot study, respectively. A recommendation
algorithm is designed to compute optimal transformations, which can reveal specified types of patterns and maintain
explainability. We demonstrate the effectiveness of our approach through two cases and a user study.
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1 Introduction

Automatic visualization, also known as visual-
ization recommendation, has been brought into the
limelight in recent years. Existing works on auto-
matic visualization focus mainly on data domain,
chart type, encoding, and simple data transforma-
tion (e.g., filtering and aggregation). Tools such as
Draco (Moritz et al., 2019), Voyager (Wongsupha-
sawat et al., 2016, 2017), and Dziban (Lin et al.,

‡ Corresponding author
* Project supported by the National Natural Science Foundation
of China (No. 62132017) and the Fundamental Research Funds
for the Central Universities, China (No. 226202200235)

ORCID: Ziliang WU, https://orcid.org/0000-0002-2548-3788;
Wei CHEN, https://orcid.org/0000-0002-8365-4741
c© Zhejiang University Press 2022

2020) generate attractive visualizations based on the
user’s requirements. However, they support only
simple data formats and common visualization re-
quirements, and patterns in complex datasets (e.g.,
high-dimensional data) can hardly be discovered di-
rectly without targeted feature transformations. To
address this problem, data mining researchers pro-
posed feature engineering (Zöller and Huber, 2021)
techniques that derive optimal transformations un-
der certain metrics, allowing advanced mining tasks
such as clustering and outlier detection. Inspired
by the successful application of feature engineering
techniques, we believe that by introducing automatic
data transformation in visualization recommenda-
tion, insights that used to be imperceptible can be
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discovered more easily.
In this study, we focus on data transformation

of tabular data. Through a comprehensive survey
of the past IEEE Visualization Conference (VIS) pa-
pers, we noticed that all data transformations can
be categorized into three types based on their appli-
cation scenarios, i.e., data preparation (DP), data
mining (DM), and data wrangling (DW). Among
them, dimension reduction and clustering are the
most common transformations used for identifying
insights.

To achieve data transformation recommenda-
tion, two main schemes are identified. First, we
expand the design space of existing automatic visu-
alization tools to support data transformation. Sec-
ond, we leverage feature engineering approaches to
obtain representative data attributes. However, both
schemes suffer from poor explainability. The ex-
plainability problem first arises in the domain of ma-
chine learning, including explaining the model input,
output, training process, and feature performance
(Burkart and Huber, 2021). For data transformation
in automatic visualization, explainability is equally
significant. It requires users to relate the visualiza-
tion result to the patterns of the original data.

Explainable data transformation recommenda-
tion faces three major challenges: (C1) This topic is
barely studied, resulting in a lack of prior knowledge
about the factors that may influence explainability
and a lack of quantified models to handle these fac-
tors. (C2) It is difficult to find an explainable trans-
formation efficiently, which requires us to design a
specific searching method. (C3) Data transformation
is task- and domain-related. To make the approach
adaptable to different applications, internal modules
of the approach should be reusable and configurable.

In this study, we first conduct a pilot study
about data transformation explainability. Based on
the results of the study, we select the three most im-
portant factors that cause difficulty in understanding
data transformations, namely, over-transformation,
dimension matching, and semantic information. We
propose the concept of comprehension load to quan-
tify the three factors (C1). All load metrics can
be computed for each continuous transformation se-
quence. Because the loads are difficult to normalize,
we leverage the Pareto-optimal concept to synthe-
size and compare the three metrics in one consistent
framework from a multi-objective optimization per-

spective. To realize optimization and complete ex-
plainable searching, we introduce the Pareto-optimal
pruning method, which modifies the subtree pruning
in G-Skyline methods by keeping and scoring only
a Pareto-optimal explainable set of transformations
(C2). Particularly, our searching method is built as a
flexible framework, in which most of the components
are replaceable, making the framework applicable for
diverse scenarios (C3).

To evaluate our method, we implement a pre-
liminary prototype system. We present two use cases
to demonstrate how our approach facilitates pattern
discovery in automatic visualization. Recommenda-
tion results of our approach are compared with vi-
sualizations provided by experts. We also conduct a
user study to evaluate the efficiency and effectiveness
of our approach.

The contributions of this paper include: (1) a
survey that summarizes existing transformation
methods and a pilot study that reveals important
explainability factors; (2) three comprehension load
metrics, a synthesizing scheme, and a Pareto-optimal
explainable pruning searching method for transfor-
mation recommendation; (3) a prototype transfor-
mation recommendation system to validate and eval-
uate our approach.

2 Related works

2.1 Automatic data transformation

Data transformation appears in many domains.
In this study, we discuss automatic data transfor-
mation in databases, data mining, and visualization
research.

In database research, data transformation aims
at data preparation (data wrangling) and is about
string reforming and table transforming (He et al.,
2018a, 2018b), the latter of which relates to our
work. To automate transformation, recent research
focuses on examples and patterns from users and
data, respectively. For transforming by examples,
approaches proposed by He et al. (2018a) match user-
created input–output pairs to several (typically one)
transformation functions. To generate such func-
tions, Foofah (Jin et al., 2017) employs an efficient
search approach, while transform-data-by-example
(TDE) (He et al., 2018a, 2018b) searches targets
in a rich expert code library. BlinkFill (Singh,
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2016) employs a graph structure and leverages semi-
supervised learning to address scalability issues. For
transforming by patterns (Jin et al., 2020), ap-
proaches infer potential transformation functions
from data. A typical approach is learning patterns
from existing transforming collections (Jin et al.,
2020; Yan and He, 2020) and storing knowledge
in models like recurrent neural networks (RNNs).
Auto-Join (Zhu EK et al., 2017) employs q-gram
matching to identify joinable rows in tables. In addi-
tion, branch and merge strategies can be leveraged to
accelerate pattern learning (Ilyas et al., 2018). Re-
cently, knowledge graph-based recommendation was
developed for numeric data, using the matching be-
tween patterns and statistics (Natani and Watanabe,
2021).

In data mining research, automatic data trans-
formation, also known as feature engineering (FE),
serves as a part of automatic machine learning (Au-
toML) to augment features (Yao et al., 2018). Gener-
ally, the automatic process contains generation and
selection, and is regarded as an optimization prob-
lem with definite objective functions (Zöller and Hu-
ber, 2021). Diverse models have been employed to
optimize user-specified metrics, like machine learn-
ing (Kanter and Veeramachaneni, 2015; Katz et al.,
2016), genetic programming (Tran et al., 2016), evo-
lutionary algorithms (Chen BY et al., 2018), and en-
semble learning (Dong et al., 2020). Also, researchers
seek to learn transformation policies from numerous
past records by regression algorithms (Kaul et al.,
2017) and neural networks (Nargesian et al., 2017).
To deal with such an exponential problem, greedy
methods (Khurana et al., 2016) based on a tree-
structure formulation (Lam et al., 2017) and rein-
forcement learning methods (Khurana et al., 2018)
have been employed for acceleration.

Concerning visualization, researchers primarily
transform data manually for these reasons: (1) the
scope of transformation targets is significant and dif-
ficult to unify in one framework; (2) transformation
also serves as an exploration stage for researchers to
understand data (Lu et al., 2017). There also exist
interactive data transformation tools (Ingram et al.,
2010; Gleicher, 2013). Little research has focused
on automatic data transformation for visualization.
A preliminary effort evaluates common transforma-
tions in visualization, including ordering, sampling,
and cleaning, provides usage guidelines (Wen and

Zhou, 2008a), and implements a visual system to
tailor visualization results automatically (Wen and
Zhou, 2008b) for aesthetics and intuitiveness.

Compared to general visualization research, cur-
rent automatic visual assistance for users is more
fixed, direct, monotonous, and relatively simple. As
a result, only a small number of transformations
and visualizations (which are also the most basic
ones) can be supported. Most automatic visual-
ization tools provide grouping and aggregation as
data transformation (Wongsuphasawat et al., 2016,
2017; Demiralp et al., 2017; Ding et al., 2019; Lin
et al., 2020). DataSite (Cui et al., 2019) provides
more diverse transformations, such as K-means and
DBSCAN (density-based spatial clustering of appli-
cations with noise), as timely assistance for users’
visual analysis. We leverage transformations and
automation approaches in the above three domains
to extend supported transformation categories and
numbers in automatic visualization.

2.2 Automatic visualization

Automatic visualization seeks to assist common
users in creating high-quality visualization with-
out learning professional knowledge (Zhu SJ et al.,
2020). Generally, recommendation approaches in-
volve two stages: enumerating and ranking (Zeng
et al., 2022). In the enumerating stage, approaches
collect all possible visualizations in the enumeration
space, which is significant and contains many mean-
ingless visualizations (Qin et al., 2020). To prune
such a meaningless subspace, SeeDB (Vartak et al.,
2014) and DeepEye (Luo et al., 2018; Qin et al.,
2018) use user-specified constraints, Draco (Moritz
et al., 2019) employs expert-provided constraints,
and Voyager (Wongsuphasawat et al., 2016, 2017)
employs two types of constraints. In the ranking
stage, approaches evaluate candidate visualizations
to recommend the top-k results. Most research does
not require complete user specification for desired
results (Qin et al., 2020). Both rule-based rank-
ing (Wongsuphasawat et al., 2016, 2017; Hu et al.,
2018; Qin et al., 2018) and learning-based ranking
(Luo et al., 2018; Dibia and Demiralp, 2019; Hu
et al., 2019; Moritz et al., 2019; Wu et al., 2022)
are commonly employed; e.g., Voyager (Wongsupha-
sawat et al., 2016, 2017) considers perceptual effec-
tiveness rules, Draco and other works based on it
(Moritz et al., 2019; Lin et al., 2020; Shen et al.,
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2021) learn soft constraints provided by human be-
ings, KG4Vis (Li HT et al., 2022) leverages a knowl-
edge graph, and MultiVision (Wu et al., 2022) uses
learning-to-rank models to learn partial orders in a
tabular dataset. There are also recommendation ap-
proaches that accept user specifications; e.g., SeeDB
(Vartak et al., 2014) recommends interesting visu-
alizations based on user-provided queries, zenvis-
age (Siddiqui et al., 2017) recommends visualiza-
tions based on user-desired patterns, and GenoREC
(Pandey et al., 2022) develops an interactive rec-
ommendation system. Recently, end-to-end mod-
els have also been employed to recommend visu-
alizations (Qian et al., 2021; Zhou et al., 2021),
and they learn recommending strategies from nu-
merous data and avoid adjusting internal details
manually.

Our work enhances traditional automatic
visualization by employing data transformations be-
fore visualizing, which uncovers insights in complex
datasets. We inherit the enumerating and ranking
framework from visualization recommendation and
fit it into the transformation context.

2.3 Machine understanding of insights

Tabular data contain rich information and play
a significant role in data analysis. Much research ex-
ists to discover such information automatically (Law
et al., 2020), namely insight discovery. Many re-
searchers have developed novel metrics to judge dif-
ferent categories of insight significance. Interesting-
ness is a popular metric (Geng and Hamilton, 2006;
Tang et al., 2017; Ding et al., 2019), while Quick-
Insights (Ding et al., 2019) uses impact to measure
the significance relative to an entire dataset (Wang Y
et al., 2019). Statistical values are also common met-
rics (Demiralp et al., 2017; Cui et al., 2019) due to
their scalability. Calliope (Shi et al., 2021) uses self-
information to measure the significance of data facts
and synthesize a data story. ScagExplorer (Dang
and Wilkinson, 2014) leverages graph scagnostics
(Wilkinson et al., 2005) to score the quality of scat-
ters. Also, learning-based models can be used to
evaluate insights (Zhou et al., 2020; Du et al., 2021).

Insight evaluation is relevant to, but differ-
ent from, ranking of visualization recommendations.
Scores of insights depend on the nature of data and
are independent of visual encoding and presentation
forms. Therefore, such scores are more appropriate

to evaluate data transformation results. We leverage
and integrate existing achievements for our recom-
mendation approaches.

3 Design rationale

We aim to develop a data transformation rec-
ommendation approach that addresses the complex
transformation problem in automatic visualization.

3.1 Data transformation for visualization

To understand the role that data transforma-
tions play in the visualization domain, we have sur-
veyed IEEE VIS papers from 2010 to 2021. We fol-
low the transformation definition in Wen and Zhou
(2008a) and expand it into all operations that trans-
form the original data into new forms. We focus on
tabular data, and thus skip the discussion of other
data types like graph and volume data. Depending
on diverse transforming characteristics, transforma-
tions are employed in various usage scenarios. For
transforming purposes, we summarize the transfor-
mations in three categories (Liu SX et al., 2018):
data preparation (DP), data mining (DM), and data
wrangling (DW).

3.1.1 Data preparation

Transformations in this category generate pre-
liminary attributes and are often applied to pre-
pare raw data for further operations. Most research
adopts data preparation transformations, but rarely
mentions this fact explicitly. The transformations
for this category are selection, deletion, ranking, nu-
meric calculation, aggregation, and string reforming.

3.1.2 Data mining

Transformations in this category employ data
mining algorithms to discover data patterns. Com-
pared to transformations in the DP category, DM
transformations employ more complex computations
and extract information from data at a deeper level.
According to the survey results, we can categorize
DM transformations into two types: projection and
categorization. Projection converts the original data
dimensions to several (two in general) new projection
dimensions, e.g., t-distributed stochastic neighbor
embedding (t-SNE) and principal component anal-
ysis (PCA). Categorization assigns each data item
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a specific label, e.g., K-means and topic modeling
approaches. Statistical results of DM transforma-
tions are shown in Fig. 1, where “One time” contains
transformations that appear only once, and “Other”
contains transformations that are modified or un-
stated in the study. The results indicate that dimen-
sion reduction and clustering are the most common
DM transformations.

3.1.3 Data wrangling

Transformations in this category do not create
new attributes, but rather form, cleanse, and revise
the data. We regard them as DW transformations.
Compared to DP and DM transformations, they are
not used to discover insights but aim to improve
data performance and visualization. Similar to DP,
DW transformations are commonly used but not de-
scribed in most literature. The transformations for
this category are filtering, filling, sampling, normali-
zing, ordering, and grouping & aggregation.

Because our recommendation goal is pattern
discovery, we further reduce the transformation
space. We remove string reforming and DM trans-
formations that are rarely used. The resulting trans-
formation space is shown in Table 1. In the space,
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Fig. 1 Survey results of data mining (DM) trans-
formation in IEEE Visualization Conference (VIS)
papers
t-SNE: t-distributed stochastic neighbor embedding; MDS:
multidimensional scaling; PCA: principal component analy-
sis; UMAP: uniform manifold approximation and projection;
LinearDA: linear discriminant analysis; SOM: self-organizing
map; LSP: least square projection; LLE: locally linear em-
bedding; TM: topic modeling; HC: hierarchical clustering;
K-means: K-means clustering; GC/DC: grid- or density-
based clustering; KNN: K-nearest neighbors algorithm; BC:
biclustering. “One time” contains transformations that ap-
pear only once, and “Other” contains transformations that
are modified or unstated in the study

DP and DM transformations influence table columns
and DW transformations influence table rows. Note
that AGGR in DP aggregates columns to create new
attributes for a data table, which can be involved
in subsequent transformations. G&A in DW groups
data and aggregates rows to generate aggregation
values for visualizations like a bar chart.

3.2 Problem formulation

In this subsection, we formulate the transforma-
tion recommendation problem and propose the main
scheme for solving the problem.

A user-input data table contains items (rows)
and attributes (columns). Given a data table Di,
a transformation Tj operates on some attribute(s)
of Di and generates new attribute(s) to derive a
new table Dj (new attributes are appended to the
original table). In Fig. 2, the transformations start
from a source data table D0 and are then applied
progressively to subsequent tables to form a trans-
formation tree, in which the nodes represent data
tables D’s and the edges represent transformations
T ’s. A transformation path TPk is a transformation
sequence (Tk1 , Tk2 , . . . , Tkm , Tk) denoting the path
from root node D0 to node Dk, representing that
D0 is transformed by m intermediate transforma-
tions (i.e., Tk1 to Tkm) and the final transformation
(i.e., Tk) to generate Dk (m can be 0). For exam-
ple, in Fig. 2, TP3 denotes the sequence (T1, T3),
where T1 is the intermediate transformation and T3

is the final transformation. The tree extends until it
reaches the maximum depth, and then visualization
nodes (V ) are added to the tree via traversal. To
form a visualization, data tables must obey two con-
straints: (1) the data types must match channels of
V ; (2) the tables must have the same row transfor-
mations (e.g., in Fig. 2, if T5 filters some data rows

D0

D1

D2
D5

D4

D3 xy

Color 
T1

T2

T3

T4

T5

V1

V2

x

y

Fig. 2 A transformation tree. There are six data
nodes and two visualization nodes in the tree. Ti

transforms the original attributes to generate Di.
The visualization nodes select data from data nodes



1012 Wu et al. / Front Inform Technol Electron Eng 2023 24(7):1007-1027

Table 1 Transformations in the proposed space

Category T Name
Input Input Output Output

Description
type num type num

DP

+−×÷ Numeric calculation N 2∗ N 1 ∗: for + and ×, operations are allowed
with more than two inputs

SEL Selection Any Any Any Any –
DEL Deletion Any Any Null Null –

RANK Ranking N Any N Any Outputting the ranking value
as new columns

AGGR Aggregation C/N Any N Any Aggregating columns

DM

〈PRO〉 Projection N ≥2 N 2 Including PCA, t-SNE, MDS, and UMAP
〈CAT〉 Categorization N ≥2 C 1 Including K-means, DBSCAN,

HC, and LDA

DW

FILT Filtering Any Any Any Any Filtering rows
FILL Filling Any Any Null Null Filling values
SAM Sampling Any Any Any Any Sampling rows
NOR Normalizing Any Any Null Null Normalizing and updating values
ORD Ordering Any Any Null Null Updating the order of rows
G&A Grouping & aggregation Any∗∗ Any∗∗ Any Any Grouping and then aggregating

rows; ∗∗: requiring at least one
categorical input as the grouping flag

Data preparation (DP) and data mining (DM) transformations influence table columns, and data wrangling (DW) transformations
influence rows. Column “T” lists the symbols to represent the transformations and can be used as abbreviations; input/output
type stands for the input/output data type of a transformation; “input num” stands for the acceptable number of columns or rows
of input data of a transformation; “output num” stands for the possible output number of columns or rows. “N” and “C” represent
numerical and categorical, respectively; “any” means that the transformation has no input/output type/number constraints; “null”
means that the transformation has no column/row output. PCA: principal component analysis; t-SNE: t-distributed stochastic
neighbor embedding; MDS: multidimensional scaling; UMAP: uniform manifold approximation and projection; K-means: K-means
clustering; DBSCAN: density-based spatial clustering of applications with noise; HC: hierarchical clustering; LDA: latent Dirichlet
allocation

in D5, it cannot match the rows of D4 to form a
visualization). The constraints mean that V nodes
can be built on partial D node combinations and the
transformation tree is not dense. An edge from D

to V means that some channel of V comes from D.
All TPs to obtain a visualization can form a trans-
formation pipeline. For the parameters involved in
transformations, a grid search can be employed. We
ignore potential node duplication caused by the com-
mutative property of some transformations, because
the duplication is uncommon and has no influence
on visualization nodes (Zöller and Huber, 2021).

Based on the tree-structure formulation, the rec-
ommendation can be seen as searching TPs to derive
the optimal V ’s. As traversal space and objective
are both confirmed, a natural scheme is extending
the search space of general automatic visualization
(Zeng et al., 2022) to cover the transformation space,
then leveraging enumerating and ranking to realize
searching. An alternative scheme is leveraging auto-
matic machine learning (AutoML) approaches (Hef-
fetz et al., 2020) by setting visualization rules as ob-
jective functions.

However, both schemes face an explainability
problem. A typical transformation pipeline in the
AutoML approaches is: normalization–feature se-
lection (FS)–data enrichment (DE)/dimensionality
reduction (DR). The FS and DE depend on rule-
based objective functions only. Therefore, even if
the pipeline can generate high-score visualizations,
the result is unexplainable for users, because users
cannot understand the patterns or connect the pat-
terns to the source data. The extended automatic
visualization method faces the same problem. Unex-
plainable examples are shown in Section 3.3.

To study the explainability, we implement a sim-
ple version of the extended searching method and use
its results to conduct a pilot study.

3.3 Pilot study

3.3.1 Data and participants

We applied a simple transformation searching
method (a breadth-first traversing method to find
all available transformation paths) on Iris and coun-
try datasets. As searching complexity is exponential,
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we limited path length to be smaller than 4. We em-
ployed the methods in Ding et al. (2019) to score
insight significance including correlation, clustering,
and outstandingness. Fifty results with top scores
were collected and visualized for a pilot study. We
recruited 24 participants including data analysts and
computer science graduate students who have data
analysis experience and fundamental computer sci-
ence knowledge.

3.3.2 Process

The pilot study contained three stages including
transformation evaluation, explainability interview,
and requirement collection. First, participants ob-
served visualizations with transformation paths and
told us whether they could understand the patterns.
In particular, we asked them to provide the knowl-
edge they could learn or why it was not understand-
able. Second, we interviewed participants about ex-
plainability of each transformation in the T space.
Finally, we asked their requirements for data trans-
formation recommendation.

3.3.3 Results and analysis

The participants’ evaluation results showed that
low-explainability transformations existed widely in
searching results. Two typical examples are shown
in Fig. 3. The example of Iris data (Fig. 3a) showed
that (sl + pl)× pw had better separation ability and
correlation than sl + sw. However, participants all
claimed that (sl + pl) × pw was not an explainable
transformation because such an area-like quantity
does not have realistic meaning. The example of
country data (Figs. 3b and 3c) showed that re-
placing gdpp with an economy-unrelated attribute
life_expec did not generate results whose signifi-
cance score decreased, but the latter confused par-
ticipants. Based on the pilot study, we summarize
the low explainability problem as follows:

P1: The transformation path contains numerous
calculations, thereby hindering users’ understanding.

P2: The transformation generates a quantity by
complex but meaningless calculations.

P3: Attributes that are transformed together
cannot match.

Interviews in the second stage showed that
the explainability of a specific transformation var-
ied widely among users and tasks. However, all

PC
-2

Fig. 3 Unexplainable examples in our pilot study:
(a) using basic calculation transformations to study
the Iris dataset; (b) principal component analysis
(PCA) results with child_mort, exports, imports, in-
come, inflation, total_fer, life_expec; (c) PCA re-
sults with child_mort, exports, imports, income, in-
flation, total_fer, gdpp. (a) demonstrates that a com-
bination of basic calculations may generate unexplain-
able results containing striking patterns. (b) and (c)
demonstrate that PCA may select country attributes
related to economics as input, but exceptions also ex-
ist, e.g., including life_expec and excluding gdpp. sl:
sepal length; sw: sepal width; pl: petal length; pw:
petal width. PC-1 and PC-2 represent the first and
second principal components, respectively
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participants agreed that complex DM transforma-
tions do not mean low explainability, because the
algorithms all have definite statistical meanings and
enable users to connect patterns in transformed data
with source data. For example, clustering in two-
dimensional PCA results also implies clustering in
high-dimensional data. In this way, transformation
results can be regarded as the feature of all input
attributes. This time, the explainability relates to
whether input attributes can be understood as a
whole by users.

Finally, we collected requirements supplied by
participants for a transformation recommendation
tool. In addition to explainability, participants ex-
pected the recommending approach to be config-
urable so that users can replace modules based on
tasks. Recommendations need to be diverse to
enable user explorations; otherwise, users can ac-
cept that the computation of recommendations as
transformations is time-consuming. However, rec-
ommending still needs to be completed within ac-
ceptable time.

4 Search-based transformation re-
commendation

We follow the formulation in Section 3.2 and re-
gard the recommendation as searching optimal TPs.
For optimal TPs, currently, we have two goals: (G1)
explainability for users, to derive understandable
V ’s; (G2) pattern discovery, to derive insightful V ’s.

4.1 Explainability

The pilot study shows user difficulties in under-
standing unexplainable transformations. According
to the pilot results, we summarize the underlying
problem in three factors: over-transformation, di-
mension matching, and semantic information. We
define three comprehension load metrics to describe
the above factors.

4.1.1 Over-transformation

Over-transformation means that a series of
transformations, typically numeric calculations, are
applied on the original data and produce a result
in which users cannot understand the intent and
meaning of the transformations and cannot identify
connections between the transformed and original

data. This corresponds to P1 and P2 in the pi-
lot study. According to the pilot study, users usu-
ally expect succinct but powerful transformations.
Only when a specific domain meaning exists can one
complex transformation path be explainable. There-
fore, for our automatic recommendation, it is nec-
essary to shorten transformation paths to improve
explainability.

In the T space, calculation, ranking, and aggre-
gation are relevant transformations. We therefore
define a comprehension load metric, loadover, to rep-
resent the transforming degree that a transforma-
tion path brings to the original data. Every relevant
transformation T is assigned a weight wT . Each
time an attribute is involved in the transformation,
the load increases by wT . We set a higher weight
for multiplication and division according to the pi-
lot study. Weights are adjustable to ensure that the
load fits different scenarios.

Under the definition, the calculation formula of
the load is

loadover(TP) =
∑

T∈TP

loadover(T ) =
∑

T∈TP

wT . (1)

A low load represents less difficulty in explaining the
TP.

4.1.2 Dimension matching

The explainability of a transformation also
closely relates to the attributes on which it oper-
ates. For example, addition and subtraction can
apply only on quantities with the same unit mea-
sure. For DM transformations like dimension re-
duction, although input dimensions are not strictly
constrained, the pilot study shows that the match-
ing of attributes influences explainability. We call
this explainability component dimension matching,
which corresponds to P3.

We first apply transformations on attributes
with identical unit measures if explicit units are
detected in table headers. Then we borrow meth-
ods from recent data management research that
use statistics, including min/max, field length, and
distribution, to match data attributes (Natani and
Watanabe, 2021) and discover computable columns
(Zhu EK et al., 2017; Golfarelli and Rizzi, 2018).
Inspired by these methods, we use statistics to
infer dimension matching by calculating a confi-
dence. For two attributes i and j, we use only their
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distributions as statistics because min/max and field
length information is included. Their distributions
are denoted as di and dj , respectively, and the dis-
tribution matching degree is the distance between
di and dj . We choose the Wasserstein distance as
the distance measure. Other distance metrics, e.g.,
Jensen–Shannon (JS) divergence, can be used, but
the Wasserstein distance can give high-quality differ-
ence measures when distributions are supported on
non-overlapping domains (Kolouri et al., 2018); e.g.,
for three data columns (1, 2, 3, 2, 1), (7, 8, 9, 8, 7),
(100, 200, 300, 200, 100), the Wasserstein distance
can recognize that the first two columns have more
closed distributions, but JS divergence will give iden-
tical distribution distances between them. We regard
the distance closeness as confidence, meaning that we
have higher confidence to apply transformations on
closer attributes. Therefore, the comprehension load
metric can be defined as

loaddim(T ) =

{
0, for unit measure matching,

Wass(di, dj), otherwise,
(2)

where T operates i and j, and Wass(·) denotes the
Wasserstein distance function. For transformation
involving more than two attributes (attribute set A,
where |A| > 2), the load is defined as the maximum
distance between them:

loaddim(T ) = max
i,j∈A

{Wass(di, dj)}.

For a TP, its dimension-matching load is the average
load of its T ’s:

loaddim(TP) =
1

length(TP)

∑

T∈TP

loaddim(T ). (3)

4.1.3 Semantic information

Semantic information is an underlying relation-
ship among data attributes. For a given data table,
we consider column names as potential semantic in-
formation, and propose to apply transformations on
semantically similar attributes to improve explain-
ability (P3). To parse natural language and obtain
numerical representations of column names, word-
to-vector (Mikolov et al., 2013; Wu et al., 2022) can
be used as an effective mapping approach. Existing
word embedding models trained on large datasets
can map words to a continuous vector space in which
distance represents a similarity measurement.

Using pre-trained word-to-vector models, we
represent the column name as an embedding vector
ei for each attribute i. Specifically, we calculate the
average embedding vector of all words in the name
string as ei (Dey et al., 2017; Fu et al., 2018). For
stop words and those column names containing no
available words (e.g., i, j, t0, and Idx), we set their
embedding 0 vector, because no semantic informa-
tion can be detected. The data attributes newly cre-
ated by transformations do not have column names,
so we use their parent attributes’ average embedding
vector.

The comprehension load metric can be defined
as the normalized cosine distance between embed-
ding vectors of transformed attributes:

loadsem(T ) = N(distcos(ei, ej)) ∈ [0, 1],

where distcos is the cosine distance function and N(·)
denotes linear normalization. Similarly, we use the
maximum cosine distance as the load when trans-
forming more than two attributes:

loadsem(T ) = max
i,j∈A

{N(distcos(ei, ej))},

where A is the transformed attribute set. If some
attribute embedded as a zero vector is involved in a
transformation, we set the corresponding loadsem(T )

as the upper bound of the cosine distance, i.e., 1.
As a result, two completely semantically irrelevant
attributes or two attributes whose relevance cannot
be detected will have the maximum load. The de-
tected semantic relevance will facilitate understand-
ing, thereby decreasing the load to be smaller than 1.
Also, the load of a path is defined as the mean value:

loadsem(TP) =
1

length(TP)

∑

T∈TP

loadsem(T ). (4)

In addition to inferring semantic relevance from col-
umn name embedding, matching of explicit column
names serves as available semantic information. The
details are shown in Section 5.1.

4.1.4 Synthesis

The three metrics (loadover, loaddim, and
loadsem) are calculated independently in different
measurement spaces. Therefore, we need an appro-
priate approach to synthesize the total comprehen-
sion load. A weighted summation can be used, but
the weights are difficult to confirm. An alternative
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scheme is to collect considerable datasets to calcu-
late average values of the three load components and
use averages for normalization. However, even if the
amount of data can be satisfied, comprehensiveness
is difficult to guarantee. Specifically, data collected
can reflect only a limited data domain, and the nor-
malization fails to transform loads of unseen TPs
into a consistent measurement.

We propose to address synthesis from a multi-
objective perspective and leverage skyline to syn-
thesize an explainable set (Borzsony et al., 2001;
Ngatchou et al., 2005). Skyline, also known as
Pareto-optimal, is a subset of data in which every
data point is not dominated by others. Meanwhile,
each point outside skyline is dominated by at least
one other point. Point p1 dominating p2 means that
all dimensions of p1 are better than or equal to that
of p2, and at least one dimension is “strictly better
than.” Skyline considers multiple dimensions inde-
pendently and provides a Pareto-optimal set, which
meets our requirements.

However, our scenario causes us to adapt the
original method. First, a single line of points may
be insufficient. We need the resulting set to have
diversity (A1) to guarantee recommendations that
are insightful enough according to G2. Second, each
node can be seen as an update of its ancestors and
does not need to be compared with them (A2). Fi-
nally, we can develop a pruning search for acceler-
ation (A3). Our explainable searching method is
discussed in Section 4.2.2.

4.2 Explainable transformation path search

We divide searching into three parts:
1. space: TP space based on T space;
2. searching: searching method to generate an

explainable TP set;
3. scoring: scoring functions to evaluate visual-

izations derived by the resulting TPs.
Based on the three parts, our method frame-

work is as shown in Fig. 4. The method constructs
a tree-structure search space, searches explainable
transformation paths, and evaluates the resulting
visualizations.

4.2.1 Space

According to the T space (Table 1), we further
organize the TP space. First, the transformation

survey and pilot study show that for the most part,
only one DM T can appear in a TP. Therefore, we
establish the limit that a TP can include at most
one DM T out of explainability considerations. Sec-
ond, DW T ’s do not generate new attributes, which
allows us to consider DW T ’s as visualization deco-
rating operations and attempt to apply them at the
end of TPs (Wen and Zhou, 2008a). We add filtering,
normalizing, and tokenizing for DM T ’s as internal
preprocessing to separate DW T ’s. Consequently,
DW T ’s can be skipped in the searching stage and
added in the visualization scoring stage. These two
simplifications allow us to develop a DM-centric TP
space (Fig. 4). DP transformations are performed
first as preparation, and DM transformations (in-
cluding null) follow up to obtain core attributes. DW
transformations are then performed according to the
visualization type, e.g., grouping & aggregation for
bar charts and outlier filtering for scatter plots. For
each input channel of visualization, every DM T is
checked to see whether its output type matches the
input type of V (numerical/categorical). By confirm-
ing a DM T , the searching can focus on incomplete
TPs consisting of DP T ’s. In this way, we constrain
the search space in a controllable but still consider-
able range.

4.2.2 Searching

In this subsection, we describe our searching
method to generate an explainable set. We adopt
a pruning search according to A3, because the prun-
ing frees us from exploring the entire TP space. The
searching runs in the space of incomplete TPs con-
sisting of DP T ’s.

Load space: We regard three load metrics as
three optimizing objectives and analyze the trans-
formation tree in the load metric space. Based on
the load definition, three loads can be calculated for
all nodes along with transformation tree extension.
Each node of the tree is represented as a tri-tuple
(loadover, loaddim, loadsem), which can be seen as
three-dimensional coordinates that correspond to a
point in the load metric space. The root represents
untransformed source data, thereby being (0, 0, 0).
The tree extends in the first octant because all loads
increase positively, and a two-dimensional version is
shown in Fig. 5 for illustration. As formulated in
Section 3.1, each point, corresponding to a D node,
can represent a T and a TP. The three loads belong
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Fig. 4 Our approach consists of three parts, including searching space, pruning search, and scoring functions.
A DM-centric searching space is first constructed based on the source data. As the transformation tree
expands, nodes with low explainability are pruned to generate an explainable set. Insight scoring functions are
applied on the set to rank candidates and decide recommendations. DP: data preparation; DM: data mining;
DW: data wrangling

to the TP as well.
We first define an “easy” region in the load space

(blue region in Fig. 5). In the region, no points or cor-
responding nodes will be pruned or compared with
other points, because TPs on them are short enough
and intuitive to understand. Setting the region is
necessary to protect straightforward TPs from prun-
ing. In general, the easy region is defined according
to node depth. In our experiments, nodes with a
depth less than 1 or 2 are appropriate.

Pruning: Because we want more diverse points
than skyline (A1), a group-based skyline (G-Skyline)
(Liu JF et al., 2015) can be used instead. G-
Skyline provides several l-sized Pareto groups to re-
place a single skyline, where each group is undomi-
nated. This time, our resulting set is the union of
all Pareto groups. However, to leverage G-Skyline, a
set enumeration tree must be constructed, which is
computation-intensive. Considering that we do not
need the grouping information, we leverage layered
skyline and subtree pruning in G-Skyline to develop
an alternative simplified method.

Based on the transformation tree, we partition
points into layers, where each layer consists of points
with the same depth. We conduct subtree pruning in
each layer to form a skyline layer (red dash in Fig. 5).
In detail, we check all points in the layer whether
they are dominated or not. Once a dominated point
occurs, it and its subtree are pruned. In the tree,
every node is compared only with nodes in the same
layer, thereby avoiding comparison with its ancestors
(A2). In Fig. 5, an example two-layer pruning is
shown. The pruning continues with tree extension
until it reaches the size limit l. The remaining points
are used to generate an explainable set replacing the
Pareto groups.

It is easy to prove that given the same l, the
G-Skyline result is a subset of the simplified method

Node
Edge
Pruned node
Pruned edge

Pruning
Skyline layer

loadover

loaddim

(a) (c)(b)

Easy region

loadover loadover

loaddim

loaddim

Fig. 5 The pruning process: (a) easy region; (b)
layer-2; (c) layer-3. In layers out of the easy region,
a skyline operator is executed to prune dominated
points. The remaining points form the skyline layer
and generate the next layer of points. References to
color refer to the online version of this figure

result because we check only dominations in the same
layer and bypass cross-layer comparison. In our sce-
nario, it is reasonable to reserve TPs dominated by
only shorter TPs because these TPs are still Pareto-
optimal in their layers and can enrich the resulting
diversity.

Synthesis: The resulting TP set is obtained by
traversing from the root to each of the remaining
points. In the set, each TP consists of DP T only. A
complete transformation path defined in Section 3.2
is obtained by connecting a resulting TP in the set,
a DM T , and an optional DW T by matching input
and output. By feeding source data into available
transformation paths of each visualization, we obtain
the final V set.

4.2.3 Scoring

We provide three types of visualizations, includ-
ing scatter, line chart, and bar chart. To accom-
plish recommendations, we leverage existing scoring
methods for both visualization and data to evaluate
insightfulness. Any significance metric can be used,
including statistics, user-specified, expert-provided,
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and learning-based metrics. Note that the scoring
module is user-configurable, and that all metrics can
be replaced by others.

All supported DW T ’s are checked concerning
whether they need to be applied based on the de-
sign guidelines proposed by Wen and Zhou (2008a),
where grouping and aggregation are necessary for bar
charts, and the others are optional. In detail, we first
check whether most scores increase by the transfor-
mation (for visual legibility and visual pattern recog-
nizability) and then check whether the transformed
data are still close to the source data in Wasserstein
distance measurement (for visual fidelity).

We sort the resulting visualizations by their av-
erage scores because all scores are normalized. Top-k
visualizations and their corresponding transforma-
tion paths are recommended.

5 System

We implement the transformation recommenda-
tion approach and a prototype system for verification
and evaluation.

5.1 Implementation details and optimizations

We implement DM transformations by Scikit-
learn and execute a preprocessing step in each trans-
forming process, including normalization in dimen-
sion reduction (Abdi and Williams, 2010; McInnes
et al., 2018) and tokenization in topic modeling
(Chen SM et al., 2020).

5.1.1 Attribute grouping

To further accelerate the searching procedures
and enable users to control computational time, we
pre-compute some attribute groups in the distribu-
tion space and column name embedding space. In
particular, we employ DBSCAN clustering in the two
vector spaces to generate groups once the number of
attributes exceeds N . We also leverage substring
matching (SM) proposed by Warren and Tompa
(2006) to acquire some explicit groups as supple-
ments. The attribute groups are pre-extracted in-
formation of relevance between attributes. In sub-
sequent explainable TP searching, the system will
preferentially check whether it is possible to trans-
form attributes in one group together. In this way,
potential explainable groups will have high prior-

ity in search. If users set an insufficient time for
a large dataset, explainable searching is still avail-
able. An online incremental DBSCAN (Chakraborty
and Nagwani, 2014) is employed to group newly cre-
ated attributes dynamically and efficiently. In our
experiments, 20 is appropriate for N . In addition,
we expose grouping information to users and enable
them to revise the grouping. By doing this, users
can delete unsuited groups or add expected groups.

5.1.2 Parallelization

DM T ’s in the projection or categorization class
have similar properties and identical requirements.
Therefore, we search TPs for one class together, and
T ’s in the same class share the searching results. The
two parts are independent and we begin searching
processes in parallel for them. Searching processes
store TPs in two pools in memory; meanwhile, a syn-
thesis process checks pools and assembles complete
transformation pipelines for visualization channels.
Three processes run simultaneously to advance the
scoring stage and reduce the heavy scoring time cre-
ated by transformation computation. In addition,
if searching and assembling cost is unacceptable for
users, a dynamic presentation scheme is adopted,
where early results are presented while the compu-
tation is running. In particular, once computational
time reaches its limit, assembled visualizations are
evaluated to generate early results and computa-
tional time is reset.

5.1.3 Scoring functions

For ease of use, we categorize metrics as one-
dimensional, two-dimensional, and statistics.

One-dimensional: We use hypothetical tests to
evaluate significance like salience, linearness, and
correlation in line charts and bar charts according
to QuickInsights (Ding et al., 2019). If the target
visualization presents more than one variable, the
score is the average value of all variables.

Two-dimensional: We provide two types of func-
tions for two-dimensional data visualization (scat-
ter plot). First, the scagnostics method (Wilkinson
et al., 2005) can capture interestingness of point dis-
tribution, like outlying, skewed, and straight. Sec-
ond, we provide functions to evaluate grouping qual-
ity in scatter plots, including inter-group comparison
(class density measure (CDM) (Tatu et al., 2009))
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and intra-group quality scores from scagnostics.

Statistics: We provide some statistical metrics
from existing transformation recommendation re-
search (Demiralp et al., 2017), such as dispersion and
heavy tails, for users to constrain general properties
of transformed data.

We also provide four pre-defined scoring func-
tion configurations based on categories mentioned
in QuickInsights (Ding et al., 2019) for discover-
ing distribution-wise insights, point-wise insights,
compound insights, and all insights. For example,
distribution-wise configuration contains all DM T ’s
and all two-dimensional scoring functions. Users
can further edit configuration based on pre-defined
results.

5.2 Interface

We design and implement an experimental sys-
tem for user study (Cao et al., 2020; Pan et al.,
2020; Xia et al., 2020). The system interface
shown in Fig. 6 contains five views: data table, at-
tribute group, visualization navigation, transforma-
tion overview, and transformation path.

5.2.1 Data table

This view receives user-uploaded data and
shows basic attribute information including name,
type, domain, min, max, iskey, and values, where
type and iskey are editable for users.

5.2.2 Attribute group

The system computes grouping automatically
and presents results in foldable boxes. Users can add
new groups and delete existing groups using the “Edit
groups” button. Below the “attribute group” view, a
“Configure” button can expand a parameter configu-
ration panel that includes visualization type, trans-
formations, scoring functions, and system parame-
ters such as the maximum recommendation number.
A “Query” button triggers a recommendation.

5.2.3 Visualization navigation

After obtaining recommendation results, the
system shows a visualization preview in one list for
navigation. All the visualizations are generated by a
charts library ECharts (Li DQ et al., 2018) and we
use the preset encoding configurations. By default,
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Fig. 6 Our visual interface. The data view (a) shows basic information. The attribute group view (b) presents
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(d) presents previews of recommendation. Overall transformation recommendations are presented in a tree
structure with visualization thumbnails (e) and detailed information is shown below (f)
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top-10 results of each chart type are shown. Op-
erations like filtering and highlighting are available
in preview charts. By double-clicking a chart, the
transformation pipeline from the root node to the re-
sult is highlighted in the “transformation overview,”
and detailed path information is presented in the
“transformation path” view. The visualization gen-
eration module is replaceable and other automatic
encoding recommendations can be used.

5.2.4 Transformation overview

All nodes and edges in the transformation tree
are shown. Each data node presents the transforma-
tion type, an icon, and the number of newly created
attributes, and each visualization node presents a
thumbnail of the result. The view supports zoom
and panning. We add interactions to help users cre-
ate transformation and visualization nodes indepen-
dently. By clicking buttons in the top-left corner,
users can call out the function.

5.2.5 Transformation path

After users select a visualization, the view shows
detailed node and edge information in the pipeline.
In particular, attributes contained in each node
and parameters of corresponding transformation are
shown.

6 Evaluation

This section describes how our approach facil-
itates pattern discovery in automatic visualization
through two use cases on real-world datasets, a quan-
titative comparison with expert-designed transfor-
mations, and a user study. All experiments are con-
ducted with an easy region depth of one and a max-
imum TP length of five.

6.1 Use cases

We demonstrate two usage cases of the system
based on two real-world datasets.

The first dataset is about international trade.
The data record basic information and trade values
of 238 countries or regions. In particular, export
value and import value of 10 industries form 20 at-
tributes in the table, e.g., textiles export. To study
relationships between countries, a data analyst se-
lects distribution-wise configuration and filters out

several groups. Among recommendations, the top-1
scatter plot attracts the analyst’s attention as point
colors vary along the horizontal axis (Fig. 7a). In the
scatter plot, point coordinates are PCA projections
of all export and import attributes, and the color
encodes the sum of these attributes. The analyst
finds that although China and the USA are both top
trade powers, China has a more similar trade mode
to other countries because it is closer to them. Next,
the analyst expects to study the continent-wise trade
situation, but the same PCA transformation is not
appropriate because most of countries appear on the
left. The system also provides a PCA transforma-
tion path that transforms trade values into ranks
(Fig. 7b). The ranking operation homogenizes in-
tervals between countries. Therefore, the analyst is
able to compare continents definitely, e.g., Africa and
Oceania (Figs. 7b1 and 7b2). Another recommenda-
tion (Fig. 7c1) indicates that the PC-1 axis of such
PCA transformation relates to total export and im-
port values. Then the analyst enables latent Dirich-
let allocation (LDA) to study the trade industries in
the various countries. The analyst first observes a
bar chart with an outstanding No. 1 category, where
the total export sum and import sum of each trade
topic are shown (Fig. 7c). The bar chart indicates
that topic-1 countries have significant advantages in
international trade, and that topic-1 is distributed
mainly on textiles, electronics, and machinery ex-
ports. The analyst further checks a scatter of trade
topic categories on PCA (Fig. 7c2) and realizes that
the PC-2 axis actually relates to the country trade
topics of LDA.

The second dataset is collected during the train-
ing process of a machine learning model under three
different configurations. Each data item consists of
100 weights and hyperparameters. The system de-
tects a significant clustering in dimension reduction
results, where each cluster is stringy. Therefore, re-
sults containing PCA and t-SNE are recommended
as top results. The analyst selects recommendations
containing PCA (Fig. 7d) because the analyst ex-
pects to check model weights in a linear transforma-
tion space. Results show that “config 1” is notably
different from the two other configurations, because
its weight gradually separates from those of the oth-
ers during the training process. Fig. 7e shows a com-
parison of the aggregated weight sum, which illus-
trates that “config 1” differs from the others because
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Fig. 7 Two recommendation cases: (a–c) recommended based on an international trade dataset; (d–f)
generated based on a model training dataset

it results in a large weight sum. Later, the analyst
notices two attribute groups clustered by DBSCAN,
which are weights with low and high index numbers.
The analyst then checks the corresponding results
and finds an unbalanced weight distribution based
on index numbers. Therefore, the analyst deletes
the original groups and creates two groups contain-
ing the first and last halves of the weights, and then
queries recommendation. The resulting bar chart
shows weight sums of the two newly added groups,
which indicates that the difference in the three con-
figurations is affected mainly by the first half of the
weights (Fig. 7f).

6.2 Evaluation of the recommendation ap-
proach

We designed experiments to evaluate the useful-
ness of the recommendation approach by comparison
with expert-designed transformation pipelines.

We collected 24 data tables from Kaggle. The
data domain includes economics, medicine, culture,
vehicles, entertainment, and machine learning. The
number of rows of data ranges from 24 to 6000 and
that of columns ranges from 10 to 138. We also col-
lected the data transformation pipelines presented
on Kaggle that have data tables, which discover pat-

terns in data. In this way, we collected 12 pipelines.
To extend the dataset, we recruited three data anal-
ysis experts to design 38 additional transformation
pipelines to generate visualizations containing dis-
covered patterns. The number of pipelines for each
table ranges from 1 to 4 and one pipeline may have
1 or 2 paths. All transformation pipelines consist
of T in our space and visualization types consist of
scatter plots, bar charts, and line charts, which are
convenient and fair to compare with our approach.
The resulting 50 pipelines form our ground-truth set.

For each table, we applied our recommenda-
tion approach with four pre-defined configurations
and merged results to record top-k recommenda-
tions. Then we checked how many expert-designed
transformation pipelines appeared in our top-k rec-
ommendations. Two transformation operations are
considered identical if they have the same transfor-
mation type and input. We denote the number as
S@k (success at top k). The S@k results are shown
in Table 2. Note that a recommendation with two
transformation paths is counted in S@k only when
both paths match expert-designed transformation
pipelines.

Experimental results showed that our approach
achieved a comparable recommendation with ground
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truth. Top-1 recommendations can produce results
in the ground-truth set on 17 datasets, and top-5
recommendations can cover more than 80% of the
ground-truth set. We further analyzed examples of
positive false and negative true recommendations.

A positive false sample concerned a movie char-
acters data table in a distribution-wise configuration,
in which each item represents a character and each
attribute represents a feature. The system selects
all numeric attributes, applies t-SNE to generate di-
mension reduction results as two-dimensional scatter
coordinates, and selects all rating attributes to calcu-
late a sum encoded as scatter color, while the expert
uses a simple PCA to complete dimension reduction.
It is intuitive for the expert to select PCA because
the dataset is simple, but the system obtains a higher
score on t-SNE because it shows more definite clus-
tering. An example of unrecommended ground truth
concerns a population data table. The expert calcu-
lates the population increase rate for each year and
the change speed of the rate by using the difference.
Such transformations with specific real meanings are
difficult for the approach to discover. The closest
recommendation from our approach is the average
value of population changes.

Table 2 S@k score of our approach on experimental
datasets

k S@k New k S@k New

1 17 17 5 41 6
3 35 18 10 44 3

6.3 User study

We conducted a user study to evaluate whether
the recommendation system makes discovering pat-
terns in data easier. We recruited 12 computer sci-
ence graduate students as study participants (four
females and eight males). All participants (U1–U12)
have data analysis experience (2–4 years) and have
mastered at least one data analysis tool including
Python packages (numpy, pandas, scikit, matplotlib)
and R.

6.3.1 Datasets and settings

We used the two datasets (D-1, D-2) in use
cases for user study, which have suitable complex-
ity and contain relatively rich patterns. The data
backgrounds are also easy to understand for partic-

ipants. We further divided participants into four
groups (A-1, A-2, B-1, B-2) randomly to balance the
influence of experimental order.

6.3.2 Procedure

We first gave a tutorial to participants about
how to use the system to analyze an example Iris
dataset (10 min). All views were described in detail
to participants. In particular, we explained the func-
tion and effect of each scoring metric to ensure that
participants were able to configure metrics without
confusion. Meanwhile, we encouraged participants
to use the pre-defined configurations.

Participants began their exploration and anal-
ysis after the tutorial. The goal was to find and
collect insights in data and show them in visualiza-
tions. Groups A-1 and A-2 used the recommendation
system on D-1 and their familiar tool (Python or R)
on D-2, while groups B-1 and B-2 did the opposite.
Groups A-1 and B-1 analyzed D-1 first (15 min) and
D-2 later (15 min), while groups A-2 and B-2 did the
opposite. During experiments, we provided Tableau
and PowerBI for participants as optional tools to rec-
ommend visual encoding and generate visualizations.
We recorded queries and interactions of participants.

After finishing both studies, participants were
asked to fill a five-point Likert scale (20 min) and
interviewed about how they used the system.

6.3.3 Results

We checked insights collected by participants
and removed duplicate ones. The resulting num-
bers of insights are shown in Fig. 8, where the num-
ber of insights with recommendation was notably
higher. Although the insight definition and bound-
ary were relatively vague for participants, the re-
sults suggested a significant improvement brought
by recommendations. In addition, we found that us-
ing the recommendation system first caused partici-
pants to collect more insights in subsequent manual

D-2

D-1 Without recommendation

With recommendation

D
at

as
et

Number of insights
4 8 10 126

Fig. 8 Numbers of discovered insights in the user
study. Each dataset is analyzed by six participants
with recommendation and six participants without
recommendation
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exploration. This may result from inspirations cre-
ated by the recommendations.

6.3.4 Feedback

Overall, our approach received a positive re-
sponse from participants. As shown in Fig. 9, partici-
pants generally agreed that the approach provides
explainable and useful results and that the system
assists them in using the approach. All participants
commented on the convenience brought by the rec-
ommendations. Also, they affirmed the recommen-
dation effectiveness on explainability and diversity.
U2, also a participant in the pilot study, said, “The
system provides natural recommendations. Unlike
pilot study, all visualizations can be understand and
I can show them to the audience directly.” U6 said,
“The system provides many different results. I can
compare them. Specifically, I can compare transfor-
mation pipelines with an identical path using trans-
formation overview.” By asking the operation logs,
we found that recommendation provides useful help
when participants have no idea about the dataset
or their initial ideas have been explored. About the
role that recommendation plays, U2 said, “Actually,
I complete the study by ‘cooperating’ with the rec-
ommendation system. Recommendations show me
a global understanding and help me find patterns
in breadth. I inform the system of realistic mean-
ings to find detailed information.” Other partici-
pants reported similar situations. Such feedbacks
suggest how automation promotes pattern discov-
ery. Helping discover ignored details was also men-
tioned (U1 and U8). In addition, U11 noted an
unsatisfactory condition when he wanted to study
a specific transformation when the recommendation
results did not contain it. “I have to create that
transformation through interaction provided by the
system.” These advantages and limitations of the
automatic approach encourage us to design a mixed-
initiative system in the future.

7 Discussion

7.1 Transformation recommendation frame-
work

The work in this study can be regarded as a
framework for transformation recommendation.

The proposed approach provides a transforma-

Willing to use it in the future work

Easy to use

Overall effect

Complete functions

Diversity
Explainability

Approach

System

−25% 25% 50% 75% 100%0%Strongly agreeStrongly disagree

Fig. 9 User ratings for the recommendation ap-
proach and system on a five-point Likert scale (12
participants)

tion space for the visualization domain, which ranges
from data preparation and data mining to data vi-
sualization, and covers most of the commonly used
data transformation operations. The space bene-
fits further research on automatic visualization by
enriching supportable transformations. More trans-
formations, even user-defined transforming code, can
be added to the space easily as only input and output
information is required to be specified.

The tree-structure formulation offers an enu-
meration approach for finding feasible transforma-
tion pipelines in the space. The pilot study shows
factors that influence the explainability of trans-
formation pipelines. Based on the two results, a
quantified framework of explainability is proposed
by addressing three common aspects of the prob-
lem. If other explainability factors appear in specific
domain research, specially designed metrics can be
added to the framework directly without normaliza-
tion considerations, because of the proposed multi-
objective optimization scheme which synthesizes dif-
ferent metrics.

The three parts of the search approach, i.e.,
the DM-centric searching space, the pruning search
method, and the scoring functions, are all exten-
sive. The searching space is constructed based on
the transformation space, and therefore can accept
more transformation operations. The pruning search
can deal with a number of optimization objectives
and allows adjustment of pruning standards. The
scoring function is a relatively independent module
and is therefore completely replaceable, enabling the
evaluation metrics on both data and visualization
images.

Otherwise, the proposed approach has high
scalability. The DM-centric searching space con-
strains the search range to accelerate and enable
parallel searching. The priority setting of attribute
groups enables users to control the time limit of the
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approach. For a user-uploaded dataset with many
rows and columns, attribute grouping keeps the
approach from attempting all combinations of at-
tributes and explainable pruning search keeps the
approach from calculating time-consuming transfor-
mations to decide on candidates.

By regarding our recommendation approach as
a framework, a reduced edition of the approach can
be configured according to the requirements and
added to practical automatic visualization systems
to enhance the performance.

7.2 Future work

7.2.1 Mixed-initiative system

The user study suggests that a mixed-initiative
interaction mode fits pattern discovery, where an
automatic agent recommends potential transforma-
tions and users evaluate and select results. In such
a mode, users can ideally ignore the recommend-
ing details of the system and do not need halfway
adjustments of system parameters while the system
decides new recommendations according to users’ se-
lection. The mixed-initiative mode provides more
convenience for users and balances automation and
human efforts. In this study, we propose a recom-
mendation approach for data transformation and im-
plement a prototype system that users can adjust. In
future work, we expect to design approaches to infer
intentions from user interactions and update recom-
mendations quickly for developing a mixed-initiative
pattern discovery system.

In a mixed-initiative system, users need
to understand system-recommended transformation
pipelines. Sometimes it is also meaningful to com-
pare different pipelines (Giovannangeli et al., 2020),
especially when pipelines share one path. The pro-
totype system in this study provides a preliminary
form, and more studies of visualization and inter-
action design are needed (Chegini et al., 2020). In
particular, we expect to design visual analysis ap-
proaches fitting mixed-initiative systems to realize
efficient collaboration between human beings and
machines (Collins et al., 2018; Chen W et al., 2021).

7.2.2 Design space

As explainable transformation recommendation
is a complex problem, the pilot study in this pa-
per may be preliminary. In the future, we plan to

perform more experiments to learn more about ex-
plainability, e.g., (1) finding more potential factors of
explainability, (2) attempting to collect quantitative
indicators in large-scale experiments, and (3) collect-
ing user requirements for mixed-initiative systems.
Based on these results, a transformation recommen-
dation design space can be built. Furthermore, we
hope to study the recommender representation space
(Rattaphun et al., 2022) and identify alternative ap-
proaches rather than heuristic approaches to opti-
mize approach details and facilitate evaluations.

7.2.3 Learning-based method

In this study, we leverage skyline operation to
solve the multi-objective optimization problem. We
hope to use recent achievements in reinforcement
learning (Wang HN et al., 2020) to generate ex-
plainable transformations in the future. Compared
to general machine learning methods, reinforcement
learning needs a responsive environment rather than
sufficient and comprehensive data. We propose that
the mixed-initiative system can serve as an environ-
ment that responds to user selections as feedback
to the reinforcement learning agent. In this way,
the agent learns explainability patterns from user
interactions, thus obtaining the recommendation
policy.

8 Conclusions

In this paper, we proposed a novel data trans-
formation recommendation approach for enhancing
the pattern discovery ability of automatic visualiza-
tion. We first summarized a space of feasible data
transformations by surveying the literature. To deal
with the explainability problem appearing in data
transformations, we conducted a pilot study to lo-
cate three significant influencing factors and pro-
posed the comprehension load to quantify them. A
Pareto-optimal concept was introduced to synthe-
size load metrics from a multi-objective perspective,
and pruning searching was designed to realize op-
timization and explainability. We implemented a
prototype system to validate and evaluate our ap-
proach. Use cases and user study demonstrated
the effectiveness and efficiency of our approach. In
the future, we will explore learning-based meth-
ods to develop a mixed-initiative recommendation
system.
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