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Abstract: Information-centric satellite networks play a crucial role in remote sensing applications, particularly in
the transmission of remote sensing images. However, the occurrence of burst traffic poses significant challenges in
meeting the increased bandwidth demands. Traditional content delivery networks are ill-equipped to handle such
bursts due to their pre-deployed content. In this paper, we propose an optimal replication strategy for mitigating
burst traffic in information-centric satellite networks, specifically focusing on the transmission of remote sensing
images. Our strategy involves selecting the most optimal replication delivery satellite node when multiple users
subscribe to the same remote sensing content within a short time, effectively reducing network transmission data and
preventing throughput degradation caused by burst traffic expansion. We formulate the content delivery process as a
multi-objective optimization problem and apply Markov decision processes to determine the optimal value for burst
traffic reduction. To address these challenges, we leverage federated reinforcement learning techniques. Additionally,
we use bloom filters with subdivision and data identification methods to enable rapid retrieval and encoding of remote
sensing images. Through software-based simulations using a low Earth orbit satellite constellation, we validate the
effectiveness of our proposed strategy, achieving a significant 17% reduction in the average delivery delay. This paper
offers valuable insights into efficient content delivery in satellite networks, specifically targeting the transmission of
remote sensing images, and presents a promising approach to mitigate burst traffic challenges in information-centric
environments.
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1 Introduction

Satellite remote sensing plays a crucial role in
various domains within the space–ground network,
such as information transmission for military data
link applications (Wu F et al., 2022). Remote sensing
satellites, including Meteosat and Jilin-1 commer-
cial satellites, provide a God’s eye view and serve as
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essential tools for high-resolution observations of the
Earth’s surface. However, in the context of satel-
lite networks, sudden increases in request, known
as burst traffic, pose a challenge that additional
bandwidth is required to handle the new demands.
For instance, during earthquakes, there is a need
to transmit a specific region’s remote sensing image
to numerous ground users who cannot communicate
with each other. These simultaneous requests for
the same remote sensing image within a short period
lead to burst traffic occurrences. Thus, effectively
mitigating or eliminating burst traffic in satellite net-
works becomes crucial. Traditional content delivery
networks (CDNs), which can prevent burst traffic,
consist of servers deployed in different regions, and
are unable to handle burst traffic due to their pre-
deployed content (Luglio et al., 2019). Other meth-
ods for reducing burst traffic cannot be implemented
well due to the mobility characteristics of satellite
networks (Liu S et al., 2021).

Based on this, the non-IP-based (IP is short
for Internet protocol) information-centric networks
(ICNs) have great advantages in content delivery
(https://www.rfc-editor.org/rfc/rfc8793). ICNs de-
couple network location from content, and provide
support for mobility and caching (Bilal and Kang,
2019), thus making them well-suited for large-scale
content delivery and air–ground transmission. Fig. 1
illustrates the principle of content delivery. Con-
sumer 1 aims to download image 1. When the router
fails to hit image 1, the content provider supplies and
caches it in router 2. If consumer 2 also needs im-
age 1 (the same one that consumer 1 has), consumer
2 can simply redownload it from cached router 2,
eliminating the need for content re-provisioning.

The term “information-centric satellite network”
refers to a satellite network based on ICN, which en-
ables efficient content delivery, bandwidth saving,
content caching, and efficient transmission in terms
of high coverage and low latency of the satellite net-
work (Li J et al., 2020); i.e., remote sensing images
have geographic and shooting time information, ad-
ditionally, compared to normal images, making them
more conducive to operations such as positioning, re-
trieval, and comparison. The research motivations
are to fully use the spatiotemporal properties of re-
mote sensing images in the information-centric satel-
lite network and to solve the problem of content de-
livery in a burst traffic scenario.

However, as the number of users increases (as
shown in Fig. 2), delivering the same remote sensing
image to multiple users results in significantly redun-
dant data, leading to increased bandwidth overhead
and potential burst traffic formation. Therefore, this
paper aims to balance and optimize the traffic re-
quired for new users, achieving the goals of max-
imizing the content delivery throughput and mini-
mizing the transmission time. This approach avoids
creating additional transmission data and excessive
bandwidth consumption for the same remote sensing
image, preventing a severe decline in the throughput.
To achieve this, we apply a federated reinforcement
learning approach to generate optimal replication
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Fig. 2 Scheme of a satellite delivering remote sensing
images to multiple users on the ground (LEO: low
Earth orbit)
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and transmission satellite nodes in remote sensing
image delivery based on an information-centric satel-
lite network.

The main contributions of this paper are as
follows:

1. We propose an optimal replication strategy
for mitigating burst traffic in information-centric
satellite networks, specifically focusing on the trans-
mission of remote sensing data. By selecting the
most suitable replication delivery satellite node when
multiple users subscribe to the same remote sens-
ing content within a short time frame, we effec-
tively reduce network transmission data and pre-
vent throughput degradation caused by burst traffic
expansion.

2. We formulate the content delivery process as
a multi-objective optimization problem and apply
Markov decision processes to determine the optimal
value for burst traffic reduction. Leveraging feder-
ated reinforcement learning techniques, we address
the challenges posed by burst traffic in information-
centric satellite networks.

3. To enable rapid retrieval and encoding of re-
mote sensing images, we use bloom filters with sub-
division and data identification methods. This ap-
proach facilitates efficient content delivery in satel-
lite networks, specifically targeting the transmission
of remote sensing data.

4. Through software-based simulations using
low Earth orbit (LEO) satellite constellation, we val-
idate the effectiveness of our proposed strategy. Our
results demonstrate a significant 17% reduction in
the average delivery delay, highlighting the potential
to mitigate burst traffic challenges in information-
centric environments. This research provides valu-
able insights into efficient content delivery in satellite
networks, particularly in the context of transmitting
remote sensing data.

2 Related works

Content delivery refers to the process of deliv-
ering centralized content to some scattered nodes;
content delivery in the context of satellites has the
characteristics of low bandwidth, large user demand,
and uneven delivery of nodes. CDNs are widely used
in video-on-demand, large-scale website image ac-
celeration and other applications. Narayanan et al.
(2018) combined ICNs and CDNs in satellite net-

works. Satellite content delivery network (SCDN)
(https://www.pioneeringminds.com/satellite-based-
content-delivery-network-cdn-extraterrestrial-
environment) is used for large-scale content delivery,
but its disadvantage is that the content needs to be
deployed in advance to the location near the user;
this feature is not suitable for content delivery that
requires high timeliness in the satellite network.
Aung et al. (2023), who analyzed the serious impact
of high mobility on content delivery in the Internet
of Vehicles, proposed a traffic perception scheme
based on deep reinforcement learning, which can
significantly improve delivery efficiency. Liu JY
et al. (2023) proposed a discrete-time CDN slicing
system to address the issue of unstable distribution
of user-requested content in dynamic networks; this
system can delivery more content one time.

In the process of content delivery from network
satellites to ground users, when the number of sub-
scribers suddenly increases in a short period of time,
burst traffic will inevitably form, which will affect
the data transmission performance of the entire net-
work. Rastegar et al. (2020) proposed a flow ta-
ble item caching scheme to avoid burst traffic in
software-defined networks, which may cause exces-
sive consumption of flow table items when numerous
users are added. Wang W et al. (2020) proposed a
burst traffic prediction scheme that combines neural
networks and Gaussian process regression to address
low accuracy of traditional traffic prediction. Zhang
et al. (2023) improved fine-grained traffic perception
and grouped congestion control notification labels
to reduce queue backlog caused by burst traffic, ad-
dressing the issue of congestion control notification
labels being prone to failures during transmission.
Wang J et al. (2023) proposed a traffic differenti-
ation load balance that can adaptively adjust long
and short flows to avoid network congestion, address-
ing the problem of heterogeneous flows and avoiding
the formation of burst traffic in a short period of
time. Yu et al. (2023) proposed to coordinate par-
allel resources to handle burst and non-burst traffic
separately, in response to the lack of mechanisms
to cope with burst traffic in current fifth-generation
(5G) networks, to achieve conflict-free resource allo-
cation for burst traffic.

Therefore, it is necessary to comprehensively
consider the impact of burst traffic generated by the
rapid increase of the number of users in the satellite
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network on content delivery.
Federated reinforcement learning began in 2019

and has been widely used in the Internet of Vehi-
cles and the Internet of Things (Li X et al., 2022).
Satellite networks and the Internet of Vehicles have
similar mobility characteristics and diverse terminal
requirements (Liu Y et al., 2023). The feature of
federated learning is that only a small number of
samples can be used for training, and different termi-
nals can generate different models (Guo et al., 2023).
Since the performance of each terminal is different
(personal digital assistant, phone, computer, etc.), it
is better to train a model that meets the real needs.
Another feature is that the sample data of the ter-
minal do not need to be collected in batches. Deep
learning technology can summarize features or mod-
els from a large number of samples, but the storage
and computing capabilities in the satellite network
are weak, and the topology is dynamic and time-
varying, which cannot provide enough learning sam-
ples (Miao et al., 2021; Li F et al., 2022; Li J et al.,
2023).

Zhou et al. (2023) deployed a three-layer fed-
erated learning framework in a highly mobile-
connected vehicle network to achieve data sharing
between different network devices. Liu ZK et al.
(2024) proposed a multi-agent federated reinforce-
ment learning approach for wireless networks com-
posed of cloud servers, drones, and mobile user de-
vices, which calculates the optimal service route
based on the user’s location, direction, content, and
other factors. Lin et al. (2023) applied deep re-
inforcement learning to solve communication prob-
lems in dynamic networks in an integrated net-
work consisting of low orbit satellite networks and
sixth-generation (6G) networks. In addition, re-
mote sensing content delivery requires timely and
high-performance attributes. When the user’s loca-
tion and receiving terminal change, it is necessary to
quickly make a corresponding model. Based on this,
this paper proposes a content delivery method with
federated reinforcement learning in an information-
centric satellite network.

Due to the unique identification of a five-tuple
connection (source address, source port, destina-
tion address, destination port, and protocol identi-
fier) between the source and destination addresses
in a transmission control protocol/Internet proto-
col (TCP/IP), connection interruptions may occur

in dynamic networks with high-speed satellite move-
ment. In addition, TCP/IP does not support con-
tinuous transmission or nodule persistence, and can
only re-establish connections, while the producer’s
location changes; thus, there is a high probability of
final delivery failure. Although the dynamic routing
protocol, namely, open shortest path first (OSPF)
(Yang et al., 2023), recalculates and corrects the
route after a link is disconnected, the content that
needs to be delivered can be obtained only from the
source satellite and still faces a delivery failure due
to the missing of the link with the source satellite
(without a content caching function), as shown in
Fig. 3. The routing information protocol (RIP) faces
the same issue (Biradar, 2020).

An ICN supports good mobility and has a con-
tent caching function, which can calculate the op-
timal delivery of satellite nodes based on the pre-
dictability of satellite movement, avoiding link in-
terruption and delivery failure. The content caching
function in the ICN allows multiple satellite nodes to
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Fig. 3 Content delivery under TCP/IP and ICN
approaches: (a) TCP/IP delivering content with a
five-tuple connection; (b) ICN delivering content
with cached nodes (TCP/IP: transmission control
protocol/Internet protocol; ICN: information-centric
network; LEO: low Earth orbit)
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store the previous content, rendering the ICN more
conducive to content delivery, as shown in Fig. 3.

The protocol independent multicast (PIM) ap-
proach does not require the maintenance of special-
ized unicast routing information, thus reducing com-
plexity. However, this approach requires the PIM
network be divided into multiple PIM domains for
management, with the advantage of transmitting
mainly streaming media such as video or audio con-
ferences (Zha et al., 2022). Merling et al. (2023) stud-
ied the traffic saving ability of IP multicast (IPMC)
and bit index explicit replication (BIER) under var-
ious conditions. The performance of traffic saving
depends on the network topology, network size, and
multicast group size. BIER needs to generate ad-
ditional traffic. Therefore, the advantages of PIM
and BIER in saving traffic are suitable for fixed and
stable architecture networks. Lan et al. (2023) and
Lu et al. (2023) studied the delivery performance
of BIER under IPv6, with its advantages reflected
mainly in the fixed delivery of data sources such
as live streaming, ultra clear television, and online
education.

To sum up, the current satellite network content
delivery is still based on finding the optimal trans-
mission path. The consumption of resources is not
conducive to the rapid delivery of content, and the
satellite network cannot deal with the disadvantages
related to the increase of the number of ground users
and the deterioration of delivery efficiency. We aim
to optimize users’ need and the amount of data, and
to reduce duplicate data to reduce traffic burstiness.

The scenario is as follows: when an earthquake
occurs in a certain area, multiple departments such
as emergency (user 1), agriculture (user 2), and
transportation (user 3) need relevant geographic im-
ages of the earthquake area, which may result in
a short-term increase in the number of users. The
processing mechanism is as follows: the producer de-
livers remote sensing images to user 1, and at this
time, there are new users: user 2, user 3, · · · , user n.

If the remote sensing images requested by user 2
and user 1 are the same, the optimal cached node is
calculated and delivered to user 2.

If the remote sensing images requested by user 3
and user 1 are different but partially identical, the
system first uses GeoSOT (GeoSOT is short for ge-
ographic coordinate subdividing grid with one di-
mension integral coding on 2n-tree) and the bloom

filter technology to calculate and query the same re-
mote sensing images, and then copies and delivers
the same remote sensing images to user 3 through
the optimal cache node. Different remote sensing
images are delivered separately by the producer.

Because this mechanism reduces duplicate data
throughout the network, it avoids the formation of
burst traffic. The advantages are mainly reflected in
the following aspects:

In cases of emergencies, ground networks are
unreliable and may face interruptions, while satel-
lite networks are less susceptible to disruptions due
to terrain irregularity, buildings, and other obstruc-
tions when transmitting data. They can achieve low-
latency long-distance communication, such as direct
connection of mobile phones to satellites.

Due to the lack of communication among ground
users, the content is uniformly transmitted to the
ground and then delivered, resulting in a large
amount of duplicate traffic in the ground network,
which may face the risks of congestion and burst
traffic formation.

3 System model

The whole system consists of a content pro-
ducer (providing remote sensing images to users),
LEO satellites (name-based routing and caching),
and multiple ground users (consumers). Users sub-
scribe to the content related to a certain topic/area
(remote sensing image) from the content producer,
the content producer delivers the content (remote
sensing image) to multiple ground users through the
low orbit satellite network, and all these units to-
gether form an ICN network, as shown in Fig. 2.

Now, to model the system, the network of the
content delivery process is assumed to be a graph
consisting of nodes and edges, and the network is rep-
resented as a graph G(N , E), where N is the set of all
nodes in the graph (nodes include routers, switches,
communication equipment for ground users, etc.)
and E is the edge set consisting of the interconnected
nodes in the graph (Deng et al., 2021; Baldoni et al.,
2023).

The content producer is represented as CP, the
data flow in the entire network is set as W , and the
data flow under time slot s is set as w.

Ground consumers are set as Ur=(Ur1, Ur2, · · · ,
Urn), where n is the number of consumers.
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Each node n is a unit with central processing
unit (CPU) processing capability. The number of
CPU cores is recorded as Zn (the larger the number
of cores, the stronger the processing capability), and
the memory capacity of the node is recorded as Mn

(the higher the memory capacity, the more the data
that are processed).

The ICN node set (a set with name-based rout-
ing and caching) is represented as V , where one ICN
node instance is v, and its service rate of requests
is βv

n; the total delay, including the processing delay
and queuing delay, at node n is recorded as Y v

n .
The link in the network is a two-way communi-

cation scheme: a link is denoted as e ∈ E ; the link
communication from node n to node n′ is denoted as
enn′ ; the data transmission rate in the communication
link is denoted as Ue; the traffic into node n is de-
noted as Eplus

n , the traffic out of the node is recorded
as Eminus

n , and the delay on link e includes the trans-
mission delay and the propagation delay. The total
delay is recorded as Ye.

The variable g shows the content from either the
same content producer or a different one:

g =

{
1, from the same producer,
0, otherwise.

(1)

A data flow, denoted as w ∈ W , which includes
all links in the network (also known as the sequence
of data packets traversing the intermediate nodes),
refers to all data packets generated at a rate αw from
a source node to a destination node.

Each flow w has its service chain of ICN, de-
noted as SCw = {SCw1→ww | SCws ∈ V}, and the
bth link service of the ICN represents the passage of
an orderly sequence of data packets. The length of
the SC flow link is denoted as Bws = |SCws |.

The total end-to-end delay of each flow ws from
the source node sw to the destination node dw is
recorded as Yw. The end-to-end delay is composed
of three parts: the total link delay Yli, the total node
delay Yno, and the other delay Yot.

4 Description of the delivery problem

4.1 Mixed-integer linear programming
problem

The content delivery problem in satellite net-
works can be represented as a mixed-integer linear

programming (MILP) model (Qiao et al., 2020). To
obtain the optimal solution, we first calculate and
find its law in a small-scale network. We focus on
calculating and analyzing the number of nodes, the
number of generated transmission paths, and the lo-
cation of nodes.

In addition, we calculate and analyze the so-
lution rules under multiple nodes. We analyze the
relationship between the number of nodes and the
performance to improve delivery efficiency. Simulta-
neously, we analyze the flow rate and the relationship
between different computing resources (Li L et al.,
2020).

Thus, the content delivery problem can be trans-
formed into the problem of selecting the optimal
placement location among multiple identical ICN
instances.

4.2 Optimization objective

According to the preceding description, the
ground users subscribe to the content of a certain
area from the content producer; then, the content
producer delivers the content to the ground users.
The content delivery problem can be converted into
traffic corresponding to the network layer, that is,
selecting the optimal delivery node for ground users.
It is a typical Pareto optimal problem (Marler and
Arora, 2010), i.e., how to determine the nodes to
replicate the delivery. There are four goals in this
approach:

(1) maximize the data flow in the network (de-
liver more content);

(2) minimize the number of service nodes (with
fewer delivery nodes);

(3) minimize the number of CPU cores and
memory (fewer computing resources);

(4) minimize link utilization (small number of
transmission links).

The goals are to deliver as much content as
possible to ground users with the least amount of
resources.

An ICN node instance v, at node n, provides
data flow ws of the bth content delivery chain,
recorded as fXv

n(ws, b, g).
Moreover, in link e, the data flow from node

nb to node nb+1 is ws, and the traffic route from
the bth to (b + 1)th link service is expressed as
fXe(ws, b, nb, b + 1, nb+1, g); the same type of ICN
may be on the same node.
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Here, i is the number of ICN instances. An ICN
instance on node n is recorded as in. The optimiza-
tion goals are as follows:

(1) maximize

∑
∀w∈W

fXv
n (ws, b, g)

Bw + 1
αw

+
∑

∀w∈W
Bw; (2)

(2) minimize

∑
∀n

in

Bw + 1
αw

; (3)

(3) minimize

∑
∀n

in
ZnMn

; (4)

(4) minimize

∑
∀e,∀w,∀b

fXe (ws, b, nb, b+ 1, nb+1, g)αw

Ue +
1
αw

+
in∑

∀w∈W Bw
.

(5)

4.3 Constraints

To solve the MILP problem, the following con-
straints must still be satisfied (Promwongsa et al.,
2020, 2022):

1. Transmission capacity constraints. Capacity
limitation, i.e., the total traffic on any link, does not
exceed the maximum transmission capacity of the
link:∑

∀w,∀b
fXe (ws, b, nb, b+ 1, nb+1, g)αw < Ue,

∀e ∈ E , Ue > 0.

(6)

The number of CPU cores allocated to ICN in-
stances on any node does not exceed the number of
cores, and the memory capacity does not exceed the
total memory capacity of the node:

∑
∀v

inz
v < Zn, ∀n ∈ N , (7)

∑
∀v

inm
v < Mn, ∀n ∈ N . (8)

Producers actually have more content than
what users need:

∑
∀v

inw < CPn, ∀n ∈ N . (9)

2. ICN node processing constraints. The ICN
chain allows the instance capacity required to process
traffic not to exceed the total processing capacity of
the instance:∑

∀w,∀b
fXv

n (ws, b, g)αw < βv
n, ∀v ∈ V , ∀n ∈ N .

(10)
The data flow w has at least one type v of ICN

instance Xv
n(w, b) in node n:

in ≥ fXv
n (ws, b, g) , ∀n ∈ N , ∀v ∈ V ,

∀w ∈ W , ∀b ∈ {1, 2, · · · , Bw} .
(11)

During the delivery process, there is only one
ICN instance, and only one service is provided:∑

∀n,∀v
fXv

n (ws, b, g) = 1,

∀w ∈ W , ∀b ∈ {1, 2, · · · , Bw} .
(12)

The links in a satellite dynamic network under
each time slot are interconnected as follows:∑

∀n,∀v
ws > 0, ∀w ∈ W . (13)

3. Delay constraints. Ensure that only the cur-
rent end-to-end delay requirements cannot exceed
the total transmission delay:

Ali +Ano +Aot < Aw, ∀w ∈ W . (14)

In flow w, the total delay of all links is as follows:

Ali =
∑

∀e,∀b,∀nb

fXe(ws, b, nb, b+ 1, nb+1)Ae. (15)

The total delay of all nodes is expressed as

Ano =
∑

∀b,∀n,∀v
fXv

n(w, b)A
v
n. (16)

Aot represents the other delays, such as algo-
rithm calculations, except for all links and nodes.

4. Flow conservation constraint of the interme-
diate node. It specifies that the intermediate node
of the data flow, the routing order specified by the
assigned node, and the output link of the same node
must be assigned the same order:∑

e∈Eplus
n

fXe (ws, b, nb, b+ 1, nb+1, g)

=
∑

e∈Eminus
n

fXe (ws, b, nb, b+ 1, nb+1, g) ,

∀w ∈ W , ∀b ∈ {1, 2, · · · , Bw}, ∀n ∈ E .

(17)
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5. Content producer resource constraints. The
content (remote sensing images) provided by content
producers must be more than the CPU resources
required for all services:

CP
ZnMn

>
∑

∀n
in

ZnMn
. (18)

The first and last nodes are both served, proving
that the data flow reaches the starting (first) node
from the destination node:

∑
e∈Eplus

nb

fXe (ws, b, nb, b+ 1, nb+1, g)

=
∑

e∈Eminus
nb+1

fXe (ws, b, nb, b+ 1, nb+1, g) ,

∀e ∈ E , ∀w ∈ W , ∀nb ∈ N .

(19)

In the data flow process, forward service enn′ and
reverse service en

′
n can be assigned only once to avoid

forming a loop:

fXen
n′ (ws, b, nb) = 1, fXen′

n
(ws, b, nb) = 0,

or
fXen

n′ (ws, b, nb) = 0, fXen′
n
(ws, b, nb) = 1,

∀e ∈ E , ∀w ∈ W , ∀b ∈ {1, 2, . . . , Bw} , ∀nb ∈ N .
(20)

The content delivery for avoiding burst traffic
involves mainly the following components. The re-
lationship between the following steps is shown in
Fig. 4.
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Fig. 4 Principle of avoiding burst traffic and its rela-
tionship with each section

2. The producer satellite performs GeoSOT en-
coding on the remote sensing images requested over
a period of time.

3. The producer satellite calculates the same
and different requirements from the cached satellite
nodes based on GeoSOT and the bloom filter (see
Section 1 in the supplementary materials for details).

4. The producer satellite calculates the optimal
delivery satellite node and delivers the remote sens-
ing images to all users through the optimal satellite
delivery node.

5. The same demand requires only one copy,
while different remote sensing images are delivered
separately to users one by one. Due to the reduc-
tion of network traffic generated by the same de-
mand throughout the network, it reduces burst traf-
fic. Steps are detailed in Section 5 to implement the
entire process.

5 Content delivery strategy

5.1 Content delivery process

According to Pfandzelter and Bermbach (2021),
93% of bandwidth can be saved by finding the nodes
needed to copy the same content during content de-
livery. This paper implements content copying and
delivery according to this principle. The content de-
livery process of the satellite network proposed in
this paper is shown in Fig. 5. When there is no burst
traffic, the process for ground users to obtain content
is the same as that in the ICN. When the number of
ground users increases sharply and burst traffic oc-
curs, other nodes will be searched for and content
delivery is enabled.

In the flowchart of data stream transmission, as
shown in Fig. 6, whether the data stream passing

4. The number of users has 
increased in a short time, 
and burst traffic occurs now

1. Send interest package

2. Return data package

3. Send interest package 

6. Return data package 
to all users

5. Calculate another satellite for 
data replication

Producer satelliteOptimal replication delivery satelliteUser

Fig. 5 The content delivery process of the satellite
network (the number of ground users has increased
in a short time)
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through the node is overloaded is first checked, and
when there is no overload, ICN default transmission
is maintained. When an overload is detected, the
scheme will be started, and the optimal replication
and delivery node for users on the ground will be
selected to replace the original node to accomplish
replication and delivery of content.

Fig. 6 Flowchart of data flow transmission

1. Initialization
The purposes of the flow cluster module are to

find flows with similar paths together and group the
flows.

The algorithm first sorts the nodes of all disjoint
graphs by the weight, and if the vertices of the edges
belong to two disjoint sets, they will be merged into
one group.

2. Number of instances
H(n, n′) is the shortest service path between

nodes n and n′.
The source node is sws , and n1 is the first service

instance of the node; then, the service between them
is recorded as H(s, n1).

P‖nb, dws‖ indicates the distance between node
nb and the first service flow of the bth flow.

The content delivery problem can be expressed
as follows:

P‖nb, dws‖ = min (H (nb, nb+1) + P (nb+1, dws)) .

(21)

5.2 Optimal replication nodes

In Section 5.1, we discussed the optimization
of Eq. (21) during the process of delivering content

from the producers to ground users. This subsection
transforms Eq. (21) into a Markov decision process
(MDP) and applies federated reinforcement learning
to solve it. Considering the above-mentioned MDP
problem, and finally aiming at the disadvantages of
weak computing power, rapid increase of the number
of ground users in the satellite network, availability
of only a few training samples, and difficult real-time
decision-making, a solution comprising federated re-
inforcement learning is proposed.

The optimal replication delivery node refers to
the node on which the content is replicated and de-
livered to users when burst traffic occurs. The goal
is to reduce data caused by unsuitable nodes and
to increase the consumption of resources. Finding
the optimal replication nodes is the key. We then
solve the multi-objective optimization in Section 5.1
through federated reinforcement learning to obtain
the optimal replication delivery node.

Federated reinforcement learning is based on
deep reinforcement learning. It consists of multiple
agents, and the agents follow the Markov training
algorithm (Xu et al., 2022). Each agent trains its
own neural network model based on a part of the
sample, and all the model data are uploaded to the
coordination server. After comprehensive processing
by the coordination server, the data are returned to
each agent (Xie and Song, 2023). The sample of the
whole process is always based on the ground user,
avoiding information leakage caused by various rea-
sons. The whole process requires no high computing
or storage (Qi et al., 2021). Its model (Fig. 7) can
be expressed as a tuple (k, St, πi, ai, Ri, Si+1), where
in each time slot, the following notations apply:

(1) k is the agent number;
(2) St is the state of an agent at time t;
(3) πi is the control policy of the ith agent at

time t;
(4) ai is an action generated by the ith agent

according to the control strategy πi;
(5) Ri is the reward or punishment that the

agent obtains after performing action ai in state St

(see Algorithm 1 for details);
(6) Si+1 is the new state of the agent at the next

time slot after action ai is executed.
1. State
In each time t, in the LEO satellite network,

any ICN node is an agent, and the agents inter-
act to select different states to represent the current
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environment. Through continuous trial and error,
according to the obtained feedback, information is it-
eratively optimized to finally solve the Markov prob-
lem, as shown in Fig. 8. In each time slot one state
is (Node(t),User(t),Data(t)), where

(1) Node(t) is the delivery satellite number in
LEO at time t,

(2) User(t) is the ground user, and
(3) Data(t) is the size of content that needs to

be delivered.
To sum up, we have

S (t) =

⎡
⎣ Node1 (t) Node2 (t) · · · Noden (t)

User1 (t) User2 (t) · · · Usern (t)
Data1 (t) Data2 (t) · · · Datan (t)

⎤
⎦ .

(22)
2. Action
The term action refers to the replication delivery

node that an agent needs to select after comprehen-
sive decision-making in time t, and the selection of
the node is a 0–1 linear programming problem. The
action A decision of agent n at time t is

A(t) = [Node list in LEO] . (23)

“Node list in LEO” refers to a node that needs
to be replicated and delivered in the LEO satellite

Environment n

Agent n

Neural network n

Environment 2

Agent 2

Neural network 2

Environment 1

Agent 1

Neural network 1

...

...

Coordination 
server

2. Result
aggregation

4. Update 
local model

3. Update 
parameters

1. U
pload

parameters

...

Fig. 7 Federated reinforcement learning model

LEO environment

Reward 
feedback

Agent x

 Action:
the optimal 
replication 
and delivery 
node

LEO
nodes

State:

Fig. 8 Interaction between multiple agents and the
environment in a satellite network (LEO: low Earth
orbit)

network:

A(t) = [aλ1(t), aλ2(t), · · · , aλn(t)] . (24)

aλi (t) = 1 indicates that the agent chooses this
node for copying and delivery, and aλi (t) = 0 indi-
cates that this node is not selected; the selection of
the node directly affects the reward value.

3. Reward
The reward is responsible for calculating the ef-

fectiveness benefits of the delivery node positions se-
lected by the agents. There are both cooperative and
competitive relationships between agents; thus, we
apply a mixed reward mechanism to avoid the iner-
tia caused by multiple agents using the same reward.
The mixed reward function refers to the environment
that after an agent performs an action, the algorithm
will simultaneously give the agent a separate reward
for all agent federated actions (Nguyen et al., 2021).
Competition among multiple agents can also enhance
the overall return of federated actions. We minimize
the amount of computing resources and the number
of paths by changing actions (which are the delivery
nodes) to maximize the amount of content sent, as
shown in Eq. (25):

Qn (πn) = Eπn

(
t+T∑
t=1

γtRn,t

)
. (25)

Eq. (25) is for each agent. It uses the reward
function at the construction time Rn,t, and obtains
the desired value function through discount accumu-
lation and summation. In Eq. (25), the mean value
of all cumulative rewards produced by the strategy
is E in time T . The discount coefficient γ ∈ [0, 1]

at that time, with γ = 0 indicating that the agent
makes decisions based on the rewards obtained at
the current time and γ = 1 showing that the agent
focuses on long-term returns. πn is the actor network
with parameter n, and Qn is the critic network with
parameter n.

Algorithm 1 uses federated reinforcement learn-
ing to solve the optimization problem described in
Section 5.1 and finds the nodes that need to be
delivered.

In lines 17–18, τ is a relatively small number,
and ω is the parameter of the critic network.

Line 20 represents the gradient of the determin-
istic policy. The number of agents is NT, and the
policy network is u (Wu Q et al., 2021). Each agent
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Algorithm 1 Calculation of the optimal replication
node based on DDPG
Input: network topology G(N , E) and initialized experience

replay buffer D.
Output: node n, n ∈ N .
1: Initialize the actor network and critic network of each

agent randomly and initialize the random process as the
introduced noise.

2: Receive the initial state sx at episode T .
3: for each episode != NULL do
4: Initialize a random process N for action exploration.
5: Obtain the initial values of all agents x.
6: timeStart=now.
7: for each slot t ∈ [1, T ] & t != NULL do
8: for each agent != NULL do
9: Select an action with the current policy a = N .

10: Execute action a and obtain rewards and new
observations x′.

11: Store (sx, a, x′) in replay buffer D.
12: Update x← x′.
13: Randomly select some data from D.
14: Train the critic network of each agent.
15: Train the actor network of each agent.
16: For each agent, update the target actor network

and target critic network.
17: Update ω− ← τω + (1− τ)ω−.
18: Update θ− ← τθ + (1− τ) θ−.
19: Update the actor according to the gradient of the

policy strategy.
20: ∇θJ≈ 1

NT

∑NT
i=1∇θuθ(si)∇aQω (si, a) |a=μθa(si)

.
21: return optimal replication node n.
22: end for
23: end for
24: if now-timeStart<maximum deadline then
25: Return the maximum value of expectation in

Eq. (25).
26: end if
27: end for

follows a separate deep deterministic policy gradient
(DDPG) (Kwon et al., 2020).

Line 21 returns the optimal replication node as
the last result.

Lines 24–26 calculate the maximum value of ex-
pectation in Eq. (25) as the reward value.

The complexity of Algorithm 1 is the optimal
replication node calculated by federated reinforce-
ment learning. According to Hazra et al. (2023),
the complexity of federated reinforcement learning
is related to the number of clients, i.e., O(N3).

The complexity of Algorithm S1 in the supple-
mentary materials depends mainly on the number of
users.

The complexity of Algorithm S2 in the supple-
mentary materials depends mainly on the number of
matrices.

In recent years, with the rapid development of

aerospace technology, satellite computing capabili-
ties have continued to increase. Conducting large-
scale calculations on satellites is no longer a bottle-
neck problem (Schwaller et al., 2019). For example,
in 2022, the computing power of the Chaohu 1 satel-
lite in orbit launched by Changsha Tianyi Company
has reached 4 tera operations per second (TOPS).
Therefore, although the algorithm proposed in this
paper is tested and verified on local computers, it
can be deployed and applied to satellites based on
its complexity. Here, 1 TOPS (1012) represents the
CPU’s ability to process 1 trillion operations per
second. Computing power of state-of-the-art CPU
models is shown in Table 1.

6 Performance evaluation

In this section, the performance evalua-
tion of the strategy proposed in this paper is
carried out, and the experimental procedure is
built according to Mamatas et al. (2023). It
is a mixed constellation composed of Iridium
NEXT (https://www.iridium.com/blog/iridium-
next-review/) and a remote sensing satellite. The
Iridium NEXT network with 66 satellites undertakes
communication transmission tasks. The remote
sensing satellite is responsible for taking images,
i.e., the content provider. The detailed parameters
are shown in Table 2 and the ground station is in
Melbourne, Australia.

6.1 Experimental setup

According to Table 2, the con-
stellation is set using the STK (short
for Ansys Systems Tool Kit) software
(https://www.ansys.com/products/missions/ansys-
stk) and the satellite orbit parameters are derived;
the network topology is configured in Mini-OF-
CCNx (https://github.com/marcialf/mininet-of-
ccnx) according to the parameters, multiple clients
are connected to the constellation, forming an LEO
satellite network transmission system and realizing
the entire process of ground users subscribing to
satellite remote sensing images, and the perfor-
mance of the algorithm is evaluated according
to parameters such as transmission delay and
throughput.

1. Computer: Intel� CoreTM i5 12400F CPU
@2.50 GHz×6 processors, 16 GB memory.



802 Xing et al. / Front Inform Technol Electron Eng 2024 25(6):791-808

Table 1 Satellite central processing unit (CPU) computing power

CPU model Year Country/Region Frequency Computing power Architecture

DAHLIA 2019 Europe 1.6 GHz 7000 DMIPS ARM
HPSC 2019 USA 800 MHz 7360 DMIPS ARM

Yulong810 2021 China 1 GHz 12 TOPS ARM
GRID-AICore 2022 China – 6 W@4 TOPS AI
Tianzhi-2D 2023 China – 40 TOPS SDN

WJ-1A 2023 China – 80 TOPS AI

DMIPS: dhrystone million instructions per second; TOPS: tera operations per second; ARM: advanced
RISC machine; AI: artificial intelligence; SDN: software-defined network. DAHLIA: https://dahlia-h2020.eu/wp-
content/uploads/2022/07/OBDP-2021-NG-Ultra-final.pdf; HPSC: https://ieeexplore.ieee.org/document/8742163; Yulong810:
https://www.163.com/dy/article/G9FV52KM0512B07B.html; GRID-AICore: https://www.sohu.com/a/526919364_121124374;
Tianzhi-2D: https://roll.sohu.com/a/630207350_121118997; WJ-1A: https://36kr.com/p/2449577694107528

Table 2 Satellite constellations and ICN parameters

Parameter Value

Satellite–ground bandwidth (Mb/s) 60
Altitude (km) 780
Number of content producers 1
Inter-satellite link delay (ms) 40
Eccentricity 0
Inclination (◦) 28.5
Argument of perigee 0
RAAN 0
True anomaly 0
Slot interval (s) 60
Zipf traffic 0.75
Content store strategy Least used
Maximum pending interest table 30 000

RAAN: right ascension of the ascending nodes

2. Operating system: Ubuntu 22.10.
3. Analysis tool: Wireshark v3.6.3, used for net-

work protocol analysis, routing analysis, data packet
analysis, etc.

4. Network traffic simulation tool: Mahimahi is
used to simulate network parameters in the experi-
ments, and it can record and playback operations.

5. Deep learning framework: Golang auqlue
v1.0.3 is used to implement federated reinforcement
learning.

6. Satellite network simulation: SILLEO-SCNS
(https://github.com/Ben-Kempton/SILLEO-
SCNS).

Remote sensing images are generated in real
time in the content producer satellite, and the con-
tent popularity conforms to the Zipf delivery (Cao
et al., 2020). In addition, we construct a dynamic
satellite network using algorithms (see Section 2 in
the supplementary materials for details).

The experiment compares the performances of
IP, basic ICN, social attributes based content de-
livery (SACD), ICN/SDN, GMR, multicast, and the

proposed method. To eliminate the influence of other
factors on the experimental results, the average value
from 20 experiments is taken in the statistical results.

1. IP is the traditional integrated delivery sys-
tem of IPv6 and CDN (Wang YT et al., 2024).

2. Basic ICN is the delivery system of unmodi-
fied ICN (Chaudhary et al., 2023).

3. SACD is the delivery system in the vehicular
content-centric network (Wang XN and Chen, 2023).

4. ICN/SDN is the content delivery system of
the software-defined ICN in the satellite network
(Mamatas et al., 2023).

5. GMR is a graph neural network (GNN) en-
abled multipath routing (GMR) process in LEO
satellite networks. This algorithm comprehensively
considers available transmission paths and uneven
traffic density (Huang et al., 2023).

6. Multicast is a 6G multicast video transmission
system (Chukhno et al., 2023).

The burst traffic is constructed according to the
method in Wang YT et al. (2024), and the dataset is
WiGLE (https://wigle.net).

6.2 Analysis of experimental results

6.2.1 The selected path

The selected path refers to the path that is in
the working state after the ground user subscribes
to the image of a certain area. According to the
previous analysis, when the number of selected paths
is too large, the resource consumption on the satellite
will be increased, and when the number of selected
paths is too small, the delivery of content cannot be
satisfied.

When IP or multicast is used, transmission fails
due to the influence of satellite dynamics, as shown



Xing et al. / Front Inform Technol Electron Eng 2024 25(6):791-808 803

in Fig. 9a, and the ground users finally fail to obtain
the content.

Basic ICN is also unable to cope with the impact
of satellite dynamics, and the transmission fails, as
shown in Fig. 9b.

SACD/GMR and ICN/SDN can better cope
with the impact of satellite dynamics, but there are
many repeated data, and the ground users can suc-
cessfully obtain the content, as shown in Figs. 9c and
9d.

The proposed method can better cope with the
impact of satellite dynamics, without repeated data,
and the ground users can successfully acquire con-
tent, as shown in Fig. 9e.

The proposed method reduces the transmission
of duplicate data by replicating nodes, which is less
prone to network congestion, resulting in high effi-
ciency. The ICN/SDN architecture has high dupli-
cate data and is highly prone to congestion.

(a) (b) (c)

(d) (e)

Fig. 9 Selected path(s) under different algorithms:
(a) IP/multicast; (b) basic ICN; (c) SACD/GMR;
(d) ICN/SDN; (e) proposed method

6.2.2 Average delivery delay

The average delivery delay (ADD) refers to the
ratio of the number of data packets delivered success-
fully (nsuccess) to the total number of data packets
(ntotal) in the content delivery:

ADD =
nsuccess

ntotal
. (26)

As shown in Fig. 10, under IP, multicast, basic
ICN, and ICN/SDN approaches, it is impossible to
cope with the impact of network dynamics on de-
livery, and the average delivery delay fluctuates and

is extremely unstable; the average delivery delay is
significantly higher than that of GMR and the pro-
posed method. Because SACD, GMR, and the pro-
posed method optimize and balance the relationship
between the traffic demand and the amount of data,
the average delivery delay is stable.

Fig. 11 shows that as the packet loss rate in-
creases, the average delivery delay increases as well.
Under different packet loss rates, the impact on IP
is the greatest, showing extreme instability, followed
by the multicast.

Furthermore, we compare the delivery perfor-
mance under different remote sensing images, an-
alyzing the greater role played by GeoSOT encod-
ing. The normalization function is defined as follows
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Fig. 11 Average delivery delay under different packet
loss rates



804 Xing et al. / Front Inform Technol Electron Eng 2024 25(6):791-808

(Deng et al., 2021):

ρnumber =
delaycurrent − delaymin

delaymax − delaymin

. (27)

In Eq. (27), different numbers of remote sens-
ing images (number ∈ {200, 400, 600, · · · , 1000}) are
used to simulate the various remote sensing images
of different users, such as some users having the same
request. Here, delaycurrent is the current delay, and
delaymax and delaymin are the maximum and min-
imum delay respectively. As shown in Fig. 12, the
normalized delivery delay decreases with the increase
in the number of remote sensing images. The delay
of the proposed method is the highest, indicating
that it involves the largest number of data packets
transmitted and successfully handles merge requests.

6.2.3 Average completion time

The average completion time refers to the time
required for IP, basic ICN, and the proposed method
to deliver the same content under the same network
conditions. As shown in Fig. 13, the average com-
pletion time of the algorithms increases with the in-
crease in the size of the delivery content, and the
average completion time of IP is the longest. The
proposed method can cope with the impact of net-
work dynamics on the delivery, so the average com-
pletion time is lower than that with the two other
schemes. When the delivery content exceeds 700M,
the average completion time of IP is longer than that
of basic ICN (before 700M, the average completion
time of basic ICN is the longest in most cases), and
the average completion time of the proposed method
is the shortest throughout the process.

6.2.4 Number of packets

When evaluating content delivery, there is a pos-
sibility of retransmission, and the number of various
data packets is counted. As shown in Fig. 14, the
probability of retransmission in the proposed method
is low.

6.2.5 Success rate of content acquisition

As shown in Fig. 15, the success rate of content
acquisition refers to the state in which the content
acquisition needs of subscribers can be finally met.
The failure of content delivery due to the influence of
network dynamics and retransmissions is considered
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Fig. 12 Normalized delivery delay of different num-
bers of remote sensing images
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figure)

the failure of user content acquisition. Considering
various factors, the content acquisition success rate
of the proposed method is the highest.

The higher the success rate of content acquisi-
tion, the greater the probability of obtaining com-
plete remote sensing images. Other algorithms may
fail to obtain remote sensing images due to the
dynamic nature of satellite networks and network
congestion.

6.2.6 Content locating rate

Content locating rate refers to the ratio of the
retrieved content size to the time. With the contin-
uous development of time, more and more remote
sensing images generated by satellites in orbit will
form massive data. How to quickly locate the images
that ground users need has become a key problem.
This paper adds time and spatial location attributes
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to achieve efficient transmission of satellite routing.
This experiment compares the content locating rate
with that of the basic ICN, as shown in Fig. 16. A
higher content locating rate indicates a shorter locat-
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Fig. 15 Content acquisition success rate

ing time. The encoded locating rate is significantly
higher than that of the basic ICN.

6.2.7 Load balancing

There are many paths in the whole LEO satellite
network. Due to the limited satellite computing and
storage resources, it is necessary to make the work-
ing path loads balanced as much as possible from
the perspective of saving bandwidth resources. This
experiment counts the flow delivery of inter satel-
lite links over a period of 550 s, and the flow deliv-
ery thermodynamic diagram of each working path is
shown in Fig. 17, where x-axis is the time 50–550 s,
and y-axis is the number of working paths of x-axis
at a certain time. The color in the heat map changes
from light to dark, indicating that the value of traffic
in the path changes from small to large. The traffic
in the selected path increases steadily without sig-
nificant fluctuations. In addition, the traffic in the
working path is roughly the same, indicating that the
routing algorithm in this paper has stable transmis-
sion. Within 500 s, the maximum traffic difference
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Fig. 16 Content locating rate under different schemes
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between the two paths selected by the algorithm is
about 2 Mb. The proposed method has achieved load
balancing (the delivery of path traffic in the working
state is equivalent).

7 Conclusions and future work

ICN is an important direction in future network
architectures, and efficient transmission is achieved
by decoupling location and content. Aiming at the
drawback of performance degradation with the in-
crease in the number of users during content deliv-
ery for traditional satellite networks, we use feder-
ated reinforcement learning to generate an optimal
replication delivery satellite node, which effectively
reduces network transmission data and avoids burst
traffic. It can easily cope with the impact of a sud-
den surge of users on the delivery of remote sensing
images. In future work, other strategies for content
delivery under dynamic networks will be studied.
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